
 
 

 
 
 
 
 
 

SPECIAL 
 

Scalable Policy-awarE Linked Data arChitecture for  
prIvacy, trAnsparency and compLiance 

 
 
 
 
 

Deliverable D1.7 
 

Policy, transparency and compliance guidelines V2 

 
 
 
 
 
Document version: V1.0 



SPECIAL  Page 2 of 102 

D1.7 Policy, transparency and compliance guidelines V2 PU 

 

SPECIAL DELIVERABLE 
 

Name, title and organisation of the scientific representative of the project's coordinator:  

Ms Jessica Michel  t: +33 4 92 38 50 89 f: +33 4 92 38 78 22 e:  jessica.michel@ercim.eu 

GEIE ERCIM, 2004, route des Lucioles, Sophia Antipolis, 06410 Biot, France 
Project website address: http://www.specialprivacy.eu/  
 

Project  

Grant Agreement number 731601 

Project acronym: SPECIAL 

Project title: Scalable Policy-awarE Linked Data arChitecture for    
prIvacy, trAnsparency and compLiance 

Funding Scheme: Research & Innovation Action (RIA) 

Date of latest version of DoW against 
which the assessment will be made: 

17/10/2016 

Document  

Period covered: M01-M17 

Deliverable number: D1.7 

Deliverable title Policy, transparency and compliance guidelines V2 

Contractual Date of Delivery: 31-05-2018 

Actual Date of Delivery: 31-07-2018 

Editor (s): S. Kirrane, P. Bonati 

Author (s): P. Bonatti, S. Kirrane, R. Wenning, A. Corazza, C. Galdi, 
A. Apicella, W. Dullaert, P. Raschke, L. Sauro 

Reviewer (s): P. Raschke, U. Milošević 

Participant(s): CeRICT, WU, ERCIM, TF, TUB 

Work package no.: 1 

Work package title: Use Cases and Requirements 

Work package leader: CeRICT 

Distribution: PU 

Version/Revision: 1.0 

Draft/Final: Final 

Total number of pages (including cover): 102 



SPECIAL  Page 3 of 102 

D1.7 Policy, transparency and compliance guidelines V2 PU 

 

Disclaimer 
 
This document contains description of the SPECIAL project work and findings. 
The authors of this document have taken any available measure in order for its content to be 
accurate, consistent and lawful. However, neither the project consortium as a whole nor the 
individual partners that implicitly or explicitly participated in the creation and publication of this 
document hold any responsibility for actions that might occur as a result of using its content. 
This publication has been produced with the assistance of the European Union. The content of this 
publication is the sole responsibility of the SPECIAL consortium and can in no way be taken to reflect 
the views of the European Union. 
The European Union is established in accordance with the Treaty on European Union (Maastricht). 
There are currently 28 Member States of the Union. It is based on the European Communities and 
the Member States cooperation in the fields of Common Foreign and Security Policy and Justice and 
Home Affairs. The five main institutions of the European Union are the European Parliament, the 
Council of Ministers, the European Commission, the Court of Justice and the Court of Auditors 
(http://europa.eu/). 
SPECIAL has received funding from the European Union’s Horizon 2020 research and innovation 
programme under grant agreement No 731601. 
 



Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1 Exemplifying Use Case Scenario . . . . . . . . . . . . . . . . . . 7
2.2 Data Usage Policy and Consent Requests . . . . . . . . . . . . . 7

3 Transparency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.1 Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2 Data to be Captured . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.3 Candidate Ledgers and Limitations . . . . . . . . . . . . . . . . . 11
3.4 Challenges and Opportunities . . . . . . . . . . . . . . . . . . . . 16
3.5 Implementation Considerations . . . . . . . . . . . . . . . . . . . 18

4 Fair exchange methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.1 Basic terminology . . . . . . . . . . . . . . . . . . . . . . . . . . 20
4.2 Available approaches . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

5 Informed Consent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.1 Requirements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.2 Data to be Captured . . . . . . . . . . . . . . . . . . . . . . . . . 34
5.3 Candidate Consent Mechanisms and Limitations . . . . . . . . . 35
5.4 Challenges and Opportunities . . . . . . . . . . . . . . . . . . . . 40
5.5 Implementation Considerations . . . . . . . . . . . . . . . . . . . 43

6 Policy Models and Policy Languages . . . . . . . . . . . . . . . . . . . . 43
6.1 Usage Policies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
6.2 Regulation Policies . . . . . . . . . . . . . . . . . . . . . . . . . . 55
6.3 Policy synthesis for derived data . . . . . . . . . . . . . . . . . . 60
6.4 Policy synthesis as an authoring aid . . . . . . . . . . . . . . . . 61

7 Privacy-preserving Data Mining . . . . . . . . . . . . . . . . . . . . . . . 62
7.1 k-Means Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . 63
7.2 k-Means and privacy . . . . . . . . . . . . . . . . . . . . . . . . . 64
7.3 Differential Privacy . . . . . . . . . . . . . . . . . . . . . . . . . . 68
7.4 Discussion on Differential Privacy . . . . . . . . . . . . . . . . . 73

8 SPECIALising Company Systems . . . . . . . . . . . . . . . . . . . . . . 77
8.1 LOB Application Transparency and Compliance Checking . . . . 78
8.2 Data Protection Aware Business Intelligence . . . . . . . . . . . . 83
8.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

H2020-ICT-2016-2017
Project No. 731601



List of Figures

1 A classic way to grab an affirmative action . . . . . . . . . . . . . . . . . 36
2 The minimum, core usage policy model (MCM) . . . . . . . . . . . . . . 44
3 Comparison between: simple k-Means, EUGk-M [147], DPLloyd [36], G-

kM [134], G-kM with fixed block size (GkM-3K [147]), PGk-M [166] -
figure taken from [147] . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4 Comparison between SulQ [36] and [20] (in figure referred as “ours”) -
figure taken from [20] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5 d = 3, k = 4 (in figure [20] is referred as “ours”) - table taken from
supplementary material of [20] . . . . . . . . . . . . . . . . . . . . . . . 79

6 SPECIAL Landscape . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

H2020-ICT-2016-2017
Project No. 731601



D.1.7: Policy, transparency and compliance guidelines V2 6/102

1 Introduction
Although the digital information society has brought about significant economic and
societal advances, it has also resulted in a society where all actions and decisions leave
digital traces behind. While gossip in a café is ephemeral, the gossip on the social
networking platform may remain for a very long time. This digitisation of our life
creates huge amounts of data that are often made available in interoperable formats
that enable data re-use for new and unexpected purposes. Big data announces great
benefits for individuals and society alike, however it is clearly a double edged sword, as
it can also be used for unfair discrimination and the shifting of power into the hands of
those who control the data.

The data protection legislation is supposed to balance the benefits and dangers
brought about by big data. On the one hand, it is necessary to enable the IT industry
to mine the gold they hope to find in huge data lakes. Such data can be used not only
to uncover new business models but also to bring about societal improvements. On the
other hand, citizens should have the right to self determination, a phrase coined by the
German Federal constitutional court, which refers to the capacity of an individual to
decide how their data is used. Unfortunately self determination finds its limit in the
three V’s of big data: Velocity, Variety and Volume. It is hard to imagine people clicking
OK 12 times a second in a bid to maintain their self determination. Clearly clicking
on an OK-button or alternatively reading 50 pages of legalese that nobody understands
anymore are ineffective self determination mechanisms.

SPECIAL proposes a solution to this blocking situation by using the power of the
machines not only to analyse personal data, but to help people to maintain their au-
tonomy. In fact, it is not easy to fulfill the legal requirements and to still offer a user
interface that is non-obtrusive. One of the key challenges is to ask for consent at the right
moment while relaying only relevant information. This is only possible if the system
uses dynamic interfaces to communicate with the data subject.

But this is not the only challenge. D1.2 already documented requirements for con-
sent. Among those requirements, the data controller has the obligation to demonstrate
the existence of consent upon request to justify the processing of personal data. This
stems directly from the general principle in data protection that contains a general pro-
hibition of the processing of personal data in Art.6 (1) of the European General Data
Protection Regulation (GDPR).

The objective of this deliverable is to examine existing tools, techniques and tech-
nologies that could potentially be used for to provide transparency to data subjects con-
cerning the use of their personal data and to obtain consent in an informed non-obtrusive
manner. The GDPR, on several occasions, calls for technical means to support the ob-
taining of consent from data subjects and the provision of transparency with respect to
personal data processing and sharing. It thus opens a narrow way to solve the problem
of reconciling Big data with data protection. This deliverable builds on D1.1 Use case
scenarios V1, which describes the Proximus, Deutsche Telekom, and Thomson Reuters
pilots, and D1.2 Legal requirements for a privacy enhancing Big Data V1, which anal-
yses the legal frame conditions of the European data protection framework for a lawful
processing of personal data in the context of Big Data across the European Union.

In terms of scope, we focus our analysis on existing logging mechanisms, techniques
to obtain consent and relevant policy languages. In each case we survey the state of
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the art, perform a gap analysis and highlight open research questions, challenges and
opportunities.

We start by providing an exemplifying use case scenario and outlining the charac-
teristics of a data usage policy that will serve as a frame of reference for the discussion
that follows in subsequent chapters.

2 Motivation
In order to ground the analysis we first present a general use case scenario (that ex-
emplifies the requirements derived from our three use case pilots described in D1.1 Use
case scenarios V1 and D1.2 Legal requirements for a privacy enhancing Big Data V1 ).
Additionally, we summarise the features that would characterise a data usage policy.

2.1 Exemplifying Use Case Scenario

Sue buys a wearable appliance for fitness tracking from BeFit. She is presented with an
informed consent request, comprised of a data usage policy that describes which data
shall be collected, and how they will be processed and transmitted in order to give her
fitness-related information. The policy says that the device records biomedical param-
eters such as heart rate; these data are stored in BeFit’s cloud; and processed for two
purposes: (i) giving Sue feedback on her activity, such as calories consumption; (ii) (op-
tional) creating an activity profile that will be shared with other companies for targeted
ads related to fitness. Sue opts in for (ii) in order to get a discount. The usage policy,
signed by both Sue and BeFit, is stored in a transparency ledger. After one year, the
device stops working. After two years, Sue starts receiving annoying SMS messages from
a local gym that advertise its activities. Fortunately, all the data collection, processing,
and transmission operations have been recorded in the transparency ledger. By querying
the ledger, Sue discovers the following facts: (i) the gym has an activity profile referring
to Sue, that, due to the appliance’s malfunctioning, reports that she is not doing any
physical exercise; (ii) the gym received the profile from BeFit, associated with a policy
that allows the gym to send targeted ads to Sue based on the profile; (iii) BeFit built
the profile by mining the data collected by the appliance; and (iv) all these operations
are permitted by the consent agreement previously signed by Sue and BeFit. Using the
information contained in the ledger, BeFit and the gym can prove that they used Sue’s
data according to the agreed purposes. However, Sue can now ask both BeFit and the
gym to delete all of her data. The information contained in the ledger indicates precisely
which pieces of information she is referring to, so they can be automatically deleted in
real time.

2.2 Data Usage Policy and Consent Requests

According to the GDPR, informed consent requests shall specify clearly which data are
collected, what is the purpose of the collection, what processing will be performed, and
whether or not the data will be shared with others. As such, we further elaborate on our
use case scenario by detailing the core features that characterise the data usage policy
that would need to be enforced by the company. The type of data collected, purpose
of collection, and information concerning data processing and sharing has been derived
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from our analysis of four smart devices (FITBIT1, Apple Watch2, GARMIN Vivomove3,
and GARMIN ForRunner4 and two cloud based analytics services Runkeeping5 and
Strava6.

Collected data The type of data collected varies depending on the device. The a
following is a non complete list based on our analysis of a number of well known brands:

• Steps

• Distance

• Calories burned

• Sleep

• Optical Heartrate sensor

• GPS

• Cardio fitness score (inferred - VO2Max - velocity and time)

Purpose of data collection and processing The purpose for which the data is
collected and type of processing performed varies depending on the device. The following
is a non complete list based on our analysis of a number of well known brands:

• Record and provide access to both the data collected and aggregations of said
data.

• Display graphs of activity (e.g. all day heart rate and resting heart rate).

• Derive additional data such as cardio fitness score, calories burned, and race time
predictions.

• Display route and pointwise velocity on a map.

• Enable a recovery adviser to advise the owner when they are ready for their next
workout.

Additionally, data, inferred data and activity profiles are used to improve the service
providers products and services.

How is data processed Simple calculations are performed on the device, however in
some cases more complex processing that relies on third party data or data belonging
to multiple users, happens remotely on the service provider’s infrastructure.

1FITBIT, https://www.fitbit.com/at/home
2Apple Watch, https://www.apple.com/lae/watch/
3GARMIN Vivomove, https://buy.garmin.com/en-US/US/p/532348
4GARMIN ForRunner, https://explore.garmin.com/en-US/forerunner/
5Runkeeping, https://runkeeper.com/
6Strava, https://www.strava.com/
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Where are collected data and profiles stored The data is collected from the de-
vice’s sensors and is either stored on the device or remotely where the device owner elects
to share their data with others, for example via community apps such as Runkeeper.

For how long are the data stored The data is typically stored until it is deleted
at the request of the device owner.

Disclosure to third parties Although not all devices enable data sharing, the fol-
lowing is a summary of the data sharing practices that we came across during our
analysis:

• Data, inferred data and activity profiles are shared with third-parties in order to
provide targeted fitness advertisements.

• The device enables synchronisation with third party services, such as platforms
that enable users to simply backup their data (e.g. Dropbox) and those that enable
user to store, analyse and share their fitness activities (e.g. GARMIN Connect,
Training peeks, Runkeeper, Strava, Sport Tracks).

Control mechanisms for data subjects Depending on the device, control mech-
anisms range from simply being able to record, view and delete data to being able to
store the data remotely and/or share the data with others via third party community
applications. Such community applications tend to have a richer set of features that the
end user can opt-in and likewise opt-out of.

3 Transparency
In order to provide transparency to data subjects with respect to the processing of
personal data, companies need to record details of processing activities and personal
data transactions (i.e., who shared what data with whom, for what purpose and under
what usage conditions).

From a technical perspective there is a need for a transparency architecture that
records metadata (i.e., policies, event data, context), that can be used to verify that data
is processed according to the wishes of the data subject and the applicable regulations.

Generally speaking such a transparency architecture needs to enable data subjects
to verify that data processors are complying with usage policies, and data processors
to demonstrate that their business processes comply both with the policies accepted by
the data subject and the obligations set forth in the GDPR.

Here, we identify a list of requirements relevant for transparent processing and shar-
ing of personal data; examine the degree of support, with respect to said requirements,
offered by the different logging architectures and discuss the open research challenges.
Throughout this report the term "ledger" does not refer to any particular piece of soft-
ware but is rather analogous to a "log" and thus both terms are used interchangeably in
this report.
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3.1 Requirements

In order to provide transparency with respect to data processing to the data subject,
while at the same time allowing companies to demonstrate that they are complying with
the regulation the following core functions are required.

Ledger functionality

Completeness: All data processing and sharing events should be recorded in the ledger.

Confidentiality: Both data subjects and companies should only be able to see the trans-
actions that involve their own data.

Correctness: The records stored in the ledger should accurately reflect the processing
event.

Immutability: The log should be immutable such that it is not possible to go back and
reinvent history.

Integrity: The log should be protected from accidental and/or malicious modification.

Interoperability: The infrastructure should be able to transcend company boundaries,
in the sense that the data subject should be able to easily combine logs that they
get from multiple companies.

Non-repudiation: When it comes to both data processing and sharing events it should
not be possible to later deny that the event took place.

Rectification & Erasure: It should be possible to rectify errors in the stored personal
data and/or delete data at the request of the data subject.

Traceability: In the case of processing it should be possible to know about any previous
processing of the data. As such it should be possible to link events in a manner
that supports traceability of processing.

Ledger Robustness

Availability: Availability is the process of ensuring the optimal accessibility and usability
of the ledger irrespective of whether the log is stored locally or globally. Here there
is also a link to security as it is imperative that a breach of security does not hinder
ledger operations.

Performance: When it comes to the processing of the event data, various optimisations
such as parallel processing and/or indexing can be used to improve processing
efficiency.

Scalability: Given the volume of events and policies that will need to be handled, the
scalability of event data processing is a major consideration.

Storage: In order to reduce the amount of information stored in the log, the data itself
can be stored elsewhere and only a hash of the data and a pointer to the actual
data itself needs be be stored in the ledger.

H2020-ICT-2016-2017
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3.2 Data to be Captured

The primary objective of the log is to maintain a record of all data processing and
sharing activities, so that it can be used to automatically verify compliance with access
and usage control policies specified by data subjects, and legal obligations specified in
the GDPR. Based on our initial analysis we have identified two different categories of
log entries:

Agreement entries are needed to record: (i) the gathering of data from the data subject
and the terms and conditions under which said data may be processed and/or
shared; and (ii) the transfer of data to others and the terms and conditions under
which said data may be processed and/or shared.

Data Processing entries are needed to record what processing has been performed in-
cluding when and where this processing happened.

When it comes to event logging, there is a large body of work in the Business
Process Management (BPM) community that focuses on using process execution events
for business process compliance monitoring [108].

In the case of SPECIAL, we could potentially use existing logs as a means to verify
compliance of existing business processes (that involve personal data) with respect to
privacy preferences and legal obligations. Alternatively, there is a need to create a log
that will be used specifically for compliance checking and to develop interfaces between
the log and existing line of business applications.

Ideally we would need access not only the data processing events but also information
concerning how these events are interrelated. Van der Aalst [155] identifies the common
data elements that need to be part of an event log in order to support this requirement.
Although event attributes vary depending on the application domain, typical attributes
include the process identifier, the case identifier (instances of a process are usually
referred to as cases), the event identifier, type of activity (e.g. details of the processing
or sharing), time (e.g. when the activity was initiated), costs (the cost of the activity),
and resource (e.g. who or what system initiated the processing). Additionally, Van der
Aalst [155] makes the following observations:

• Processes, cases and events should have unique identifiers.

• Each event should be associated with a particular case.

• In order to support process reconstruct the it should be possible to order events,
for example via a timestamp.

3.3 Candidate Ledgers and Limitations

The analysis presented in this section is based on a survey of the state of the art with re-
gards to logging mechanisms in general and a detailed gap analysis of potential solutions
based on the requirements identified in the previous section.
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3.3.1 The status quo

When it comes to the persistence of event data there are three high level options, that
are not necessarily mutually exclusive: Each company maintains a local ledger, which
may be backed up remotely; a global ledger could be maintained by one or more trusted
third parties; or a global ledger could be distributed across a number of peers.

Local Ledger Each peer could store its provenance records locally, including infor-
mation pertaining to data sharing (both incoming and outgoing). Remote logging to
a trusted third party (TTP) could be used to guarantee recoverability of data if the
machine where the log is stored is compromised. Bellare and Yee [25] and Schneier and
Kelsey [140] demonstrated how a secret key signing scheme based on Message Authenti-
cation Codes (MACs) together with a hashing algorithm can be used to generate chains
of log records that are in turn used to ensure log confidentiality and integrity. MACs
are themselves symmetric keys that are generated and verified using collision-resistant
secure cryptographic hash functions. Bellare and Yee [25] discusses how a MAC secret
key signing scheme together with evolving MAC keys (whereby each record is encrypted
with a different key that is derived from the old key) can be used to ensure: (i) the
confidentiality of the log; (ii) that previous log entries cannot be changed; and that
(iii) the deletion of a log entry can be detected. In such a scenario the base MAC key,
which is needed to verify the integrity of the log is entrusted to a TTP. Schneier and
Kelsey [140] also uses MACs. However, the log is composed of hash chains as opposed
to cipher block chains. Whereas Holt [82] proposes an alternative that combines public
key cryptography with hash chains. These approaches are further enhanced by Ma and
Tsudik [109] which demonstrates how individual log entry signatures can be combined
into a single aggregate signature that can be used to verify the component signatures
and to protect against log truncation. While the previously mentioned works focused
on logging in general, Sackmann et al. [137] applies it specifically to data protection
by demonstrating how a secure logging system can be used for privacy-aware logging.
Additionally, it introduces the “privacy evidence” concept and discusses how such a log
could be used to compare data processing to the user’s privacy policy.

When it comes to the robustness requirements, both Bellare and Yee [25] and Holt
[82] evaluate the performance and scalability of the proposed logging and verification
algorithms, while Ma and Tsudik [109] compares alternative signature generation and
verification algorithms.

Global Ledger and Trusted Third Party Alternatively, the ledger may contain
provenance records that are maintained by one or more TTPs. Accorsi [3] demonstrates
how MAC-based secure logging mechanisms can be tailored so that they can be used
by resource-restricted devices that may need to log data remotely. Wouters et al. [164]
highlights the fact that data often flows between different processes, and as such events
cannot be considered in isolation, thus giving rise to the need to store a trail of events.
The authors demonstrate how public key cryptography can be used to log events in a
manner whereby the data subject can verify the process status. Hedbom et al. [80],
Peeters et al. [132], Pulls et al. [133] also provide logging mechanisms that provides
transparency to data subjects. The protocol, which is based on MAC secure logging
techniques, ensures confidentiality and unlinkability of events and is designed so that it
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can be distributed across several servers. In the case of Peeters et al. [132], Pulls et al.
[133], each log is composed of a user block, a processor block and the encrypted data. A
trusted third party is responsible for generating the MAC, encrypting it with the users
public key, signing it with their own private key and sending it to the data subject via
the data processor. The data processor block is generated in a similar manner. Both
the log and the personal data are encrypted in a manner that only the data subject and
the processor can access them. In the case of data sharing, a new blinded public key
is created (in a manner such that the data subjects private key can decrypt any data
encrypted with the blinded public key). The blinded key, which will be used by the
second data processor, also serves to ensure the unlinkability of the logs.

Peeters et al. [132], Pulls et al. [133] both evaluate the performance of the proposed
algorithms and examine the logging throughput from a local and a remote perspective.
The authors conclude that encryption and signing are expensive operations and as such
the log entry generation time does not scale linearly with the size of the logged data.
They also highlight that the decryption and verification processes are also expensive.

Global Ledger and Peer-to-Peer network Alternatively, the ledger may be dis-
tributed across several physical ledgers (i.e., a virtual global ledger), whereby provenance
records are replicated by each peer. Schneier and Kelsey [140] highlights the vulnerabil-
ity associated with using a single TTP and discusses how n untrusted machines could
be used to replace the TTP, with m untrusted machines required to reproduce the base
MAC secret key. Weitzner et al. [162] also discusses how transparency and accountabil-
ity can be achieved via distributed accountability peers that communicate using existing
web protocols. These accountability peers would be responsible for mediating access to
data, maintaining audit logs and facilitating accountability reasoning. Unfortunately
the authors only touch upon the required features and no concrete architecture is pro-
posed. Seneviratne and Kagal [141] builds on this idea by describing how a distributed
network of peers can be used to store a permanent log of encrypted transactions. The
replication of log entries at each peer optimises both redundancy and availability. Al-
though the authors describe how a distributed network of peers can be used to store
a permanent log of transactions, they focus primarily on helping users to conform to
policies by highlighting not only usage restrictions but also the implications of their
actions, as opposed to investigating the functional and technical challenges of the pro-
posed transparency architecture itself. An alternative distributed architecture based on
blockchain technology, which can be used to manage access to personal data, is proposed
by Zyskind et al. [174]. The authors discuss how the blockchain data model and Appli-
cation Programming Interfaces (APIs) can be extended to keep track of both data and
access transactions. Data that is encrypted using a shared encryption key, is sent to the
blockchain, which subsequently stores the data in an off-blockchain key value store and
a pointer to the data in the form of a hash in the public ledger. Compound identities are
used to ensure that only the user and service providers that have been granted access
to the data can decrypt the data. One of the primary drawbacks is the fact that the
authors focus on how to repurpose the blockchain as an access-control moderator as
opposed to exploring the suitability of the proposed architecture for data transparency
and governance.

In comparison to local or global approaches that employ a third party, the robustness
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Local Ledger Global Ledger
+ TTP

Global Ledger
+ P2P

Completeness - - -
Confidentiality MAC [25, 82, 137, 140],

FssAgg [109],
PKI [82, 109]

MAC [3, 80, 132, 133],
PKI [164],
unlinkability [80, 132,
133]

MAC [140],
PKI[141],
compound identities
[140, 174]

Correctness - - -
Immutability cipher chains [25],

hash chains [82, 140]
hash chains [82, 140] network of peers [141,

162]
blockchain [174]

Integrity forward integrity
[25, 82, 109, 137, 140]
MAC security proof
[25]

forward integrity
[3, 80, 132, 133]

forward integrity [140]

Interoperability - - -
Non-repudiation - - -
Rectification &
Erasure

- - -

Traceability - event trails [164] -

Table 1: Candidate architectures and ledger functionality gap analysis.

Local Ledger Global Ledger
+ TTP

Global Ledger
+ P2P

Availability - - -
Performance logging & verification

[25, 82],
signature generation &
verification [109]

logging [132, 133],
throughput [132, 133]

-

Scalability encrypting records
[82, 109]

- -

Storage key & signature [109] resource restricted
devices [3]

-

Table 2: Candidate architectures and ledger robustness gap analysis.

of the proposed approaches has not been explored to date. Therefore it is difficult to
assess the effectiveness of P2P ledgers or blockchains from a non-functional perspective.
3.3.2 Gap analysis

The analysis provided by Tables 1 and 2 enlightens some of the primary technical chal-
lenges that are common across all candidate architectures.

Correctness, Completeness & Non-Repudiation: Although both correctness and com-
pleteness are very desirable features, irrespective of the choice of architecture,
when it comes to data processing events neither can be guaranteed as there is no
way to prevent companies from logging incorrect information or not entering the
information into the log. Although fair exchange protocols could potentially be
used to ensure non-repudiation of data transactions (i.e., neither party can deny
the transaction took place), to date they have not been used in connection with
existing logging mechanisms.

Confidentiality & Integrity: The combination of MAC together with cipher or hash
chains appears to be the prevailing mechanism used to ensure the confidentiality
and forward integrity of logs. Although [140] highlights that it could be feasible
to replace the TTP with n untrusted machines whereby any m are required to re-
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produce the base MAC secret key, no concrete details are provided. Additionally,
in the context of our use case the secure logging verification schemes would need
to be extended to cater for rectification & erasure without affecting the overall
integrity of the log.

Immutability, Rectification & Erasure: Although it should not be possible for a com-
pany to go back and reinvent history, the GDPR stipulates that data subjects
have the right to rectification & erasure (often referred to as the right to be for-
gotten). This could potentially be seen as a hard delete whereby the data needs
to be erased from both the system and the logs. This would mean that we need
to be able to update and delete records from the log without affecting the overall
integrity of the log. One potential solution would be to employ a cryptographic
delete and to provide support for updates via versioning.

Interoperability & Traceability: Another consideration is the interoperability of the log
with other logs. Considering that existing logging research has primarily focused
on recording operating system and application events it is not surprising that
interoperability has received very little attention to date. Although there has been
some research on traceability, the focus has primarily been on linking processing
events in a single log.

Performance & Scalability: Considering the potential volume of events that will need
to be handled by the transparency ledger, the scalability of existing logging mech-
anisms will be crucial to their adoption. When it comes to the processing of event
data, various optimisations such as parallel processing and/or indexing may im-
prove processing efficiency. Data transfer speed could be improved via exchanging
a compressed version of the data payload. Inherently querying and updating logs
over distributed databases is a computational challenge.

Storage: In practice it may not be feasible for a single log server or each peer in a
distributed network to store all provenance records. One possibility is to split
the provenance records into multiple ledgers, distributed among TTPs or peers.
However, such an architecture would need to be fault-tolerant in the case of peers
disconnecting from the network. Relevance criteria and careful forgetting may help
too, insofar as storage requirements may be reduced by storing only the informa-
tion that is needed for compliance checking in the specific domain of interest, and
deleting other information.

Availability: Clearly from an availability perspective it is important that the best prac-
tices are employed in order to protect the security of the log host. Additionally
the log should be backed up to a secure location on a regular basis. It is worth
noting that when it comes to log recovery, rather than relying on a TTP, a hash
of the log could be submitted to a publicly available blockchain (such as Bitcoin).
However, unlike trusted third parties, public blockchains do not come with Service
Level Agreements (SLAs).
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3.4 Challenges and Opportunities

Although in this report we primarily focus on transparency, our long term goal is to use
the ledger together with access/usage policies in order to automatically verify compliance
of existing business processes with the GDPR, to this end it is necessary to model both
policies and events in a machine readable manner.

3.4.1 The ledger

The Resource Description Framework (RDF), which underpins the Linked Data Web
(LDW), is used to represent and link information, in a manner which can be interpreted
by both humans and machines. Particularly, the power of RDF is revealed in combi-
nation with agreed and extensible meta-data vocabularies to describe provenance and
events related to data records in a log as metadata, in semantically unambiguous terms.
By employing RDF techniques to represent the provenance events stored in the ledger
we will be able to support not only interoperabilily between ledgers, but also traceabiliy
between events in a manner that facilitates automatic compliance checking. To this
end, there are a number of existing vocabularies that can be adapted/extended. For
example the PROV 7 and OWL-Time8 ontologies can be used to represent provenance
and temporal information respectively. The former may require extensions to PROV to
model particular aspects related to processing of personal data. The latter is partic-
ularly relevant if ledger-information is distributed. For example, when tracking audit
trails potentially distributed over different systems, synchronisation of timestamps and
ensuring sequentiality are major issues. Apart from the actual representation of time,
reasoning and querying about time and temporal aspects is still an issue that needs
more research in the Semantic Web arena. Different proposals for temporal extensions
of RDF and querying archived, temporal information in RDF exist, cf. for instance [69]
and references therein. Additionally there exists a number of general event vocabularies
such as the Event9 ontology and the LODE10 ontology [136] that could potentially be
adapted/extended in order to model our data processing events.

An additional benefit of Linked Data is that it provides a simple, direct way of as-
sociating policies with data. However, such integration needs to be done in a way that
ensures scalability. Several techniques can be exploited for this purpose. As an example,
we mention knowledge compilation approaches that ’compile’ semantic metadata into
a compact but self-contained policy that can be more efficiently enforced, without any
further access to the knowledge repository (cf. the approaches based on partial eval-
uation in [39]). The usage of RDF and URIs will enable the deployment of a linked
network of distributed ledgers instead of a single, monolithic (central or P2P ledger).
Here it would be interesting to look into efforts for modularising and linking between
distributed ledgers such as the recent interledger protocol [84] proposal.

7PROV,https://www.w3.org/TR/prov-overview/
8OWL-Time,https://www.w3.org/TR/owl-time/
9Events,http://motools.sourceforge.net/event/event.html

10LODE, http://linkedevents.org/ontology/
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3.4.2 Ledger integrity and reliability

Ensuring the ledger’s integrity and reliability is of course essential for compliance check-
ing and for enhancing the subjects’ trust in the transparency architecture. Reliability is
partly the result of voluntary compliance. In the countries with strong data protection
regulations, due to the sanctions and the loss of reputation and customers that may
result from data abuse, data processors are willing to comply with the regulations, and
feel the need for technical means to ensure compliance. In such scenarios, a correct and
complete ledger is an extremely useful tool for the data processors, who can exploit it
both for verifying their internal procedures, and for demonstrating compliance to data
subjects and data protection authorities. This incentivises the creation and maintenance
of a correct and complete ledger. As a further incentive to correctness, the event records
should be signed by the parties involved in the recorded operation. In this way, the
ledger’s records become formal declarations that constitute evidence with legal strength
(in the countries where digital signatures have legal value), that may be exploited in
case of disputes. As a special case, some of the ledger’s records may represent data usage
consent declaration, in the form of a usage policy signed by the data subject and the
data processor. Such records are very close to a contract that none of the two parties
can repudiate, due to the properties of digital signatures.

Creating a reliable record for joint operations, and creating records with multiple
“simultaneous” signatures, require the adoption of fair exchange protocols to guarantee
that the operation is completed (e.g. data are transferred) if and only if all the involved
parties sign the record and the record is included in the ledger. A range of available
fair exchange protocols is illustrated in Section 4. Ideally, the protocol should not
involve centralised nodes such as TTP, but the existing approaches of this kind, based
on multiparty computations, currently do not scale to the volume of data expected in
the scenarios of interest. There are, however, protocols with offline TTP, that involve
the trusted third party only in case of malfunctioning (like lost or corrupted messages)
or protocol violations. As of today, we regard such protocols as the most promising, see
Section 4 for more details.

3.4.3 Immutability, rectification & erasure

When it comes to transparent personal data processing immutability is a very desirable
feature as it can be used by companies to prove that they have not gone back and
reinvented history. However, said immutability seems to be in direct contention with the
right to rectification and erasure according to the GDPR. Considering the focus of this
report, we restrict our discussion to the rectification and erasure of the log entries and
do not give any special consideration to the Line of Business (LOB) application. By only
storing a hash of the data and a pointer to the actual data itself in the ledger it is possible
to decouple the data from the log and indeed delete data. Another motivation for doing
so is the storage requirements can be reduced considerably. In the case of rectification
it may suffice to update data in the LOB application(s) and enter a new record in the
log indicating that the data was updated at the request of the data subject, including a
reference to the old – deleted – records hash that confirms that said record was updated
in mutual agreement. Likewise, in terms of erasure, we assume that there are scenarios
like rectification where it will suffice to delete data from the LOB application(s) and
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enter a new record in the log indicating that the data was deleted at the request of
the data subject. Although this would result in a dangling pointer from the initial log
entry by following the audit trail it would be possible to find out that the dangling
pointer is the result of an authorised delete. However, there may also be scenarios
where delete means a hard delete that needs to be propagated to the log (e.g., where
it is possible to identify the individual from the log entry). One option would be to
investigate the application of cryptographic deletes (where the old data should not be
available anymore) to the ledger. However, it would need to be possible to distinguish
between authorised deletes (at the request of the data subject) and log tampering. As
such, any delete or update request needs to be strongly coupled with a request from the
data subject. So far, cryptographic deletion of log entries in distributed environments
has been considered only in cloud computing environments, where files are replicated
across virtual and physical nodes, and whatever remains of the files after their standard
deletion (which is logical) could be later recovered by an attacker, cf. [48, 158, 159].
We propose a novel use of cryptographic deletion as a means to harmonise mandatory
preservation requirements and the right to deletion, so as to avoid extreme solutions
where one requirement overrides the other.

3.5 Implementation Considerations

Irrespective of how the log is implemented there are a set of core functions that are
needed in order for the various system actors to interact with the log. In this section,
we briefly touch upon several key functions, and refer the reader to D1.4 Technical
requirements V1 for additional details.

Views on the ledger The aim of the log is two fold: (i) to enable data controllers
and processors to provide transparency to data subjects with respect to the processing
of their personal data; and (ii) to provide a means for data controllers and processors to
demonstrate compliance with the GDPR. As such we envisage three distinct views on
the log corresponding to the data controller/processor view, the data subject view and
the supervisory authority view.

Managing the ledger Assuming that a company may have one to many logs, from
an administration perspective there is a need for functions that enable the creation
of a new log and under certain rare circumstance the deletion of an existing log (e.g.
obligations based on external constraints, such as domain specific legislation and court
rulings). In terms of delete it is not clear at this point whether delete means a hard
delete whereby the log must be permanently removed or if it will suffice to make the
log inactive. Although we foresee deletion to be instigated manually, in some cases (e.g.
where there are temporal constraints specified in domain specific legislation) it may be
possible to semi-automate this process.

Managing ledger entries The system should have several Application Program In-
terfaces (APIs) that enable the various actors to interact with the log. Here key functions
include: creating a new log entry relating to data processing or sharing events, under
certain rare circumstance deleting an existing log entry (here again we imagine that this
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requirement would be subject to external constraints), providing different views of the
log to the various system actors, and checking compliance of log entries based on relevant
access and usage policies. In terms of querying, the flexibility offered by faceted brows-
ing over all log attributes would be highly desirable. However, it is worth noting that
querying in general will be much more complex when the data required is distributed
across multiple sources, especially considering the fact that Federated Semantic query
processing is an topic that is still under investigation.

Policies and ledger entries Another major consideration is the association of poli-
cies with data processing events so that it is possible to know what are the access and
usage constraints that are relevant for individual data items, if there are multiple ver-
sions of a policy which one was relevant at the time of processing/sharing, and also the
management of policies across different logs.

Interfaces The SPECIAL transparency service should have several Application Pro-
gram Interface (APIs) that enable enterprise systems and the SPECIAL dashboard to
interface with the SPECIAL ledger.

Software architecture The above sections highlight a number of nontrivial research
issues that call for a pragmatic strategy to guarantee the timeliness of the first software
release. Summarizing, because a malicious data controller might simply chose to not log
specific events, we rely on the goodwill of data providers to want to provide this trans-
parency. The use of fair-exchange protocols to get stronger guarantees for multi-party
transactions can be investigated at a second stage, as such protocols (that in SPECIAL
reside at the application level) are largely independent from the underlying big data
architecture. In this context a lot of the cryptographic guarantees given by the ledger
infrastructure presented in the literature is only of small value. Moreover, adopting pop-
ular ledger technology such as blockchains would be risky due to its functional conflicts
with some of the GDPR’s requirements, such as the right to be forgotten.

Therefore, for the first iteration of the special platform, it is advisable to focus on
another major aspect, which is pervasive in SPECIAL’s approach, that is, the RDF
representation of events and the scalability of the compliance checking.

For the log infrastructure and faceted browsing, well performing off-the-shelve com-
ponents such as Apache Kafka have been selected. More information is available in
D3.2. Cryptographic features for the ledger infrastructure and fair-exchange protocols
will be investigated at a later stage.

4 Fair exchange methods
As discussed in the previous section, fair exchange protocols constitute a promising way
of improving the correctness and completeness of transparency ledgers. In particular,
they provide additional guarantees to the information transfers that involve two or more
non-colluded parties. This section reviews the main available fair exchange protocols
and their properties. In a first subsection we recall the basic terminology needed for
classifying fair exchange approaches. In a second subsection we survey the available
methods.
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4.1 Basic terminology

Informally speaking, in a fair exchange, two parties A and B want to exchange two
objects OA and OB such that A receives OB if and only if B receives OA. There exist in
the literature extensions to multiparty fair exchange, in which multiple parties interact
to exchange digital objects, with different security definitions. Fair exchange protocols
can be classified according to different parameters. In this section we remark the

4.1.1 Communication Channel Classification

In the literature different assumptions have been made on the guarantees provided by
the communication channels used by the entities. It is possible to classify channels as
follows [99].

• Unreliable Channels. An unreliable channel provides no guarantee on data trans-
mission. Data might be corrupted, or lost. No authentication is provided. Fur-
thermore, data may be arbitrarily delayed by an adversary.

• Resilient Channels. A resilient channel always delivers messages correctly after
a finite, but unknown, period of time. This type of channels typically model
asynchronous networks. Notice that, on resilient channels, the order of messages
might be altered.

• Operational Channels. An operational channel always delivers messages correctly
within a finite and known a priori period of time.

4.1.2 Trusted Third Party Involvement

Most of the solutions to the fair exchange problem require the presence of a Trusted
Third Party, or TTP for short. Fair Exchange protocols can be essentially classified as
on-line/in-line and off-line (or optimistic) protocols. In the first class, a Trusted Third
Party (TTP for short) has a central role in the protocol in the sense that each exchange
involves the TTP. In the optimistic protocols, the TTP comes into play only if at least
one of the players misbehaves while, in the other cases, the users run the protocols by
themselves.

It is clear that the latter class of protocols has a number of advantages with respect
to the former one. In-line protocols are usually simpler than optimistic ones but have the
drawback that the TTP could become a bottleneck for the system. On the other hand,
optimistic protocols typically do not allow simple centralized accountability. Indeed,
whenever the players behave properly, the TTP does not even know a pair of players
exchanged messages. Since TTPs are typically run by service providers, the lack of
accountability might become an issue.

It is possible to classify different protocols based on the extent to which the TTP
participates to the protocol.

• Inline TTP. In inline protocols the TTP is involved in every message transmission.
In other words, every message is either sent to the TTP or is sent by the TTP to
another party.
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• Online TTP. In an online TTP protocol, the TTP is involved in every protocol
execution, i.e., in every run of the protocol there exists at least one message that
is either sent to the TTP, but there might exist messages exchanged directly by
the other parties.

• Offline TTP. In a protocol, the TTP is said to be offline if the TTP participates
in the protocol only in case one of the parties misbehaves. This type of protocols
are also called optimistic.

• Transparent TTP. An optimistic protocol in which the TTP produces evidences
that are indistinguishable from the ones produced by the parties in a correct
execution of the protocol is said to be transparent.

4.1.3 Protocol Properties

Because of its generality, the fair exchange problem can be instantiated in different
contexts for solving different problems. Just to name a few, certified email, e-commerce
of digital goods or contract signing are different instantiations of the this problem.
Clearly, each instantiation context might pose requirements that are non-existing or
irrelevant for other contexts. Consider for example the problems of digital contract
signing and certified email. A basic requirement in the former is that both/all parties
know in advance the content of the message to be signed, the contract. This requirement
is non-existing in the latter context as, clearly, the recipient of an email (typically) does
not know the content of the messages she is going to receive.

Following we list (an almost comprehensive set of) properties that might appear as
requirements in different instantiations of the fair exchange problem. Properties are
stated for the case of Alice-Bob two-party protocols but they can be extended to the
multiparty case.

• Fairness: The protocol should be fair in the sense that neither Alice nor Bob
should be able to obtain an advantage on the other player. In other words, either
Bob receives the message OA and Alice the corresponding OB or none of them
receives useful information.

• Non-repudiation of origin: Alice should not be able to deny the fact that she sent
the object OA. This means that Bob, at the end of the protocol, should have
enough information to prove the sender’s identity for the object OA.

• Non-repudiation of receipt: Bob should not be able to deny the fact that he received
an object. Alice should get a receipt for the messages she sends that can be used
as a proof in a court of law.

• Authenticity: The players should be guaranteed of their reciprocal identity.

• Integrity: The parties should not be able to corrupt the messages and/or their
receipts, e.g., Alice should not be able to obtain a receipt for a message different
from the one received by Bob and vice versa.

• Confidentiality: The protocol should be such that only Alice and Bob will be able
to read the content of the message. Notice that this property also holds for the
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TTP in the sense that it should not be able to infer useful information about the
message.

• Timeliness: The protocol terminates within a finite and known a priori time.

• Temporal Authentication: Some applications, e.g., patent submission, require the
possibility to verify the time at which the message was sent. The timestamp should
be observable by the players and should be ensured by a trusted authority.

• Sending Receipt: Some fair exchange protocols might involve human interaction,
e.g., certified email ones. It might be desirable that the sender obtains an evidence
of the fact that he has started the process of exchanging messages. Notice that
this receipt may not contain any information generated by the recipient, e.g., it is
produced by a third authority.

Almost all of the above properties are desirable in the context of SPECIAL. This is
pretty obvious for all but the last two properties. Concerning temporal authentication,
the time of a data exchange is needed to determine the applicable policy (that may
change over time). Receipts of the start of a data exchange, instead, currently seem
less relevant to privacy concerns, but they may be useful to prove that contractual
obligations with a business partner have been fullfilled.

4.1.4 Different notions of fairness

In 1980, Even and Yacobi in [66] proved that no deterministic fair exchange protocol
exists, in which there is no participation of a third party. In other words, this means
that it is impossible to ensure a perfect fairness without using a TTP.

Historically, the first solutions to the fair exchange problems appeared at the be-
ginning of the 80s. Since their introduction, a number of different definitions for the
concept of fairness have been proposed.

Computational fairness. First definitions of fairness in [37, 65, 67] considered the
problem from a computational perspective. For example, in [67] the authors proposed a
first notion of fairness in the context of contract signing, which they called Concurrency,
stated as follows: if one party X executes the protocol properly, then his counterpart Y
cannot obtain X’s signature to the contract without yielding his own signature to it.
Despite this definition, in [67] the authors provide a protocol for a weaker notion of
fairness, which they call Approximate Concurrency, stated as follows: If one party X
executes the protocol properly then, with very high probability, at each stage during the
execution, X can compute his counterpart’s signature to the contract using approximately
the same amount of work used by Y to compute X’s signature to the contract. The
approximate fairness of the protocol is proved under standard cryptographic assumptions
and under the equal resource assumption, that is, The computational capabilities of both
parties are (approximately) the same.

Probabilistic fairness. The equal resource assumption has been immediately recog-
nized a strong assumption. A way to remove it from the definition of fairness is the
usage of probabilistic arguments as done in [27, 135]. In [27] the authors define fairness
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as follows: A contract signing protocol is (v, ε)-fair for A if the following holds: for any
contract C, when A follows the protocol properly, at any step of the protocol in which
the probability that B is privileged is greater than v, the conditional probability that “A
is not privileged” given that “B is privileged” is at most ε. A protocol is (v, ε)-fair if it
is (v, ε)-fair for both A and B.

General definition of fairness. Computational or probabilistic fairness typically
imply that protocols in which parties gradually disclose the information. This type
of protocols do require a lot of resources both in terms of time and communication.
Currently, the widely (e.g., [9, 11, 13, 14]) accepted definition of fairness can be stated
as follows [99]: at the end of the fair exchange protocol run, either all involved parties
obtain their expected information or none of them receives anything.

Weaker notion of fairness. A weaker notion of fairness has been presented in [149].
In this paper the author defines weak fair exchange as the property that guarantees to
a participant that she receives either the agreed upon goods or evidence that the other
principal has access to the goods she sent.

4.2 Available approaches

4.2.1 Protocols without TTP

A number of solutions that do not use TTP have been presented in the past.
The first approach to fair exchange without TTP is the gradual release of secrets.

The underlying idea is to exchange the objects in a way that, at each round, both
players have approximately received the same percentage of the desired data or, more
technically, have approximately the same advantage. Examples of this approach are the
ones in [151, 152], in which the author describes a method for exchanging “arbitrary
fractions” of bits.

Another solution that does not use TTP has been presented in [149]. In this paper
the author first defines a weak notion of fairness. He then shows how to achieve it
by using a primitive called Weakly Secret Bit Commitment. Roughly speaking, this
primitive is a variant of bit commitment schemes in which the hiding property can be
broken within a known-a-priori amount of time. This protocol cannot be considered a
fair exchange one since it allows the possibility that one player gains advantage w.r.t.
the other player. Indeed, one player might receive the commitment to the object and
decide not to send her commitment back. She then pays this advantage by using the
computational power to break the bit commitment and extract the committed object.
Clearly, this type of behaviour is reasonable only if the value assigned by the party to
the object is greater than the amount the party has to pay to gain the advantage. For
this reason this type of protocols are called rational exchange protocols.

In [114] the authors present the first fair exchange protocol that also guarantees the
non-repudiability of messages. Non repudiation is guaranteed by using standard signa-
ture schemes by embedding identities of sender and receiver, along with a timestamp
in each exchanged message. The goal of this protocol is to avoid the intervention of a
TTP at the price of accepting the probabilistic version of fairness. The protocol has to
be parameterised on the basis of the most powerful entity’s computing power.
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4.2.2 Protocols with inline TTP

Inline protocols assume that each message is sent to/received by the TTP. This means
that the TTP easily becomes a bottleneck because of their computation/space/com-
munication involvement. On the other hand, (centralized or distributed) inline TTPs
greatly simplify service accountability.

Examples of inline protocols can be found in [19, 168]. Sometimes these type of
protocols may require multiple TTPs, each providing a different service in a trusted
manner. For example, the authors in [50] present a protocol that requires an inline
trusted non-repudiation server and an inline trusted timestamping server in order to
provide a non-repudiation fair exchange protocol.

4.2.3 Protocols with online TTP

A third class of protocols uses TTPs in an on-line fashion. Specifically, in every execution
of the protocol, the TTP receives at least one message from at least one player. This
type of involvement of the TTP aims at reducing this player overhead while keeping
the possibility of easy accountability. An examples of this class of protocols is [2], a
protocol specifically designed for certified email systems. In this case the TTP is used
to guarantee the fairness of the transaction. The message sender sends to the receiving
party the email message encrypted using a random key, along with the random key
encrypted using the public key of the TTP. The receiving party sends the encrypted key
to the TTP who sends back the random key to the receiving party and a receipt to the
message sender.

In [52] the authors present protocols for purchasing digital goods. The TTP, called
the Netbill server, is used to guarantee fairness. The basic protocol requires the client to
identify herself for successfully executing the purchase, e.g., in case of software licences.
Authors also explicitly consider the possibility of replacing identities with pseudonyms
in order to guarantee clients’ anonymity while preserving linkability of transactions on
the merchant side.

In [57] the authors proposed a certified e-mail protocol. Their major contribution is
that the protocol was designed to be integrated into an existing e-mail protocol.

Online TTPs have been used in different ways. For example, in [135], at each round
the TTP broadcasts messages containing public keys and one private key corresponding
to one public key broadcasted in the previous round. In this case the same TTP might
be used for multiple instances of the protocol in parallel. Furthermore, the TTP does
not need to store any data about transactions.

Sometimes the TTP is used to properly manage encryption keys. For example in
[167, 169] the TTP receives from the parties the keys they have used to encrypt the
messages they exchange. In [167] the TTP is responsible for pushing the proper key
to the appropriate party. In this case she is thus responsible for the delivery of the
messages. Instead, in [169], the TTP simply publishes the keys in a publicly available
location and the responsibility of its correct delivery is delegated to the party and it
assumes the reliability of the channel.

The idea reducing the trustworthiness of the third party has been proposed in [71]
for fair-exchange and used, for example in the context of certified email in [14]. In [71] a
third party is semi-trusted if, essentially, she is honest-but-curious. She does not collude
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with any party but she may try to gain information from the messages exchanged during
the execution of the protocol.

4.2.4 Protocols with offline TTP

A TTP is said to be offline if she participates in the protocol only in the case in which
one of the party aborts or misbehaves. From this perspective, offline TTPs are op-
timistic in the sense that they behave like the other parties will behave in the best
possible way by following the protocol. Hence, protocols in this class are also called op-
timistic. Since TTP involvement is not required at each protocol execution, optimistic
protocols are typically described by defining the algorithm for the honest parties along
with the recovery procedures that the parties and the TTP have to execute in case of
failures/timeouts.

Among the first optimistic protocols for contract signing we mention [27]. In this
case, the TTP, called the judge does nothing until invoked by one of the party. Intuitively,
the parties exchange signed messages stating that the contract C will be valid with
probability p at time D, where the value of p is randomly incremented at each round.
The protocol terminates either when p is equal to 1, at the deadlineD or in case one of the
party stops the protocol. If the protocol does not terminate with p = 1, one of the party
may invoke the judge that randomly selects a number in pC in [0, 1]. The judge decides
that the contract C is binding for both parties is p ≥ pC . Clearly, the trustworthiness of
the judge in this protocol is crucial as its role is to decide on the validity of a contract
based on a random number she selects. Given the above description, it is clear that the
TTP does not act on the messages exchanged by the parties but takes a decision based
on their content. For this reason, sometimes the protocol in [27] is considered as not
having a TTP.

The idea of optimistic protocols introduced in [120] in the context of certified email
and in the setting efficient fair exchange protocols for generic items in [9, 11, 22].

The degree of fairness guaranteed by the protocol depends on certain properties of
the items to be exchanged: if the third party can undo a transfer of an item (so called
revocability) or if it is able to produce a replacement for it (so called generatability) the
protocol achieves true fairness. The idea of revocable items was given in [9]. However,
they only proposed protocols that require a synchronous setting, i.e. operational chan-
nels. Only in 2003, [157] designed a new protocol that works on resilient channels. The
new protocol was motivated by the fact that revocability is easier to implement for most
popular payment schemes than generatability. For (strong) fairness to be possible [9],
at least one of the exchanged items must either be generatable or revocable by the TTP.
The TTP might replace/generate one protocol message either because she resends the
same message she has received earlier, e.g., an encryption key, or by issuing an affidavit
by herself, e.g., a message receipt. Clearly the TTP can be transparent only in the first
case.

In [9] the authors present protocols that can guarantee strong fairness in presence of
operational channels. In [170] the assumption on the communication channel is relaxed.
Specifically, the authors guarantee strong fairness over unreliable channels. In [11] the
authors propose protocols that achieve fairness in presence of resilient channels. In order
to achieve this, their protocols are composed of a main protocol, for the faultless case,
an abort protocol that can be executed by Alice, and two recovery protocols, which can
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be executed by either Alice or Bob. This scheme, which involves one main protocol and
three sub-protocols, serves as a “template” for most optimistic fair exchange protocols
based on generatability. Although the general scheme is correct, it is not easy to give a
correct instance avoiding flaws. For instance, authors in [171] found several flaws in the
certified e-mail protocol given in [11].

In [102] the authors consider a sort of possibly-asymmetric fair exchange problem.
Motivated by the exchange of files in p2p networks, the authors consider the following
variation of fairness. Informally, an exchange is fair either when both parties receive the
requested file or when one party receives a payment for a file she provides. The key idea
is to amortize the use of a (computationally intensive) cryptographic primitive, namely
a verifiable escrow of a payment, over a sequence of faultless protocol executions. The
protocol works as follows. One party, say Alice, sends a verifiable escrow of a payment
to the receiver. At this point, the two parties exchange encrypted files. Alice then sends
a signed escrow of her key. Bob sends Alice the keys to his files and receives from Alice
the key for her files. If Alice does not send back her keys, Bob requires from the TTP
the opening of the payment. Notice that the verifiable escrow of the payment can be
computed and sent once and it will be usable until it is opened by a trusted agent.

On the selection of cryptographic primitives. Special care needs to be consid-
ered when selecting cryptographic signatures. Historically, the security of public key
cryptographic primitives is defined in the so-called single-user setting, that can be seen
as follows: there is a user that holds a private key, public key pair; the knowledge of the
latter enables the creation of ciphertexts which the user can decrypt using corresponding
secret key. This model ignores the fact that, in real life, there exist multiple users, each
with her own keys, interacting by exchanging encrypted/signed/committed messages.
In the multiple-user setting the interactions among parties give more power to the ad-
versary that can collect and correlate different messages processed by different entities.
In [26] and [72] the authors show that security in the single-user setting implies security
in the multi-user setting for the case of encryption and signature schemes, respectively.

This does not hold in the case of optimistic fair encryption schemes. In [58, 172] the
authors show that secure protocols in the single-user setting may not be secure in the
multi-user setting if the cryptographic primitives are not properly selected. Specifically, in
[58] the separation is obtained by presenting a fair exchange scheme that is secure in the
in the single-user setting but insecure in the multi-user one. The authors then define the
multi-user security model fair exchange and provide a generic setup-free (i.e., roughly,
a scheme that does not require any user key-registration at the TTP) construction of
optimistic fair exchange secure in the multi-user setting. This scheme is of theoretical
interest but, may be very inefficient in practice.

Independently, in [172] showed such a separation by proving that a verifiably commit-
ted signature scheme, secure in the single-user model, becomes insecure in the multi-user
setting. They defined the security notions of verifiably committed signature in the multi-
user setting and proposed a concrete construction of multi-user secure stand-alone and
setup-free verifiably committed signatures.

Distributed Trusted Third Party As for inline protocols the idea of reducing the
trust over a single third party has been developed also in the case of off-line protocols.
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In [15] the authors first introduce the possibility of distributing the role of TTP among
a set of honest neighbours in the network. Intuitively the protocol initiator uses a
(publicly) verifiable secret sharing scheme to generate n shares of her message m. She
then encrypts each share with the public keys of n other parties in the network and
sends all such encrypted shares to the receiving party. The receiving party sends back
the expected message and receives the original message m. If sender and receiver act
properly, the protocol terminates without the need of any external intervention. If any
of the player tries to deviate from the protocol, if a sufficient number of honest players
is present, the protocol fairness is guaranteed. This solution implicitly assumes the
presence of timeouts and some bounds on the number of untrusted parties. In [101],
the authors show that timeouts, i.e., the existence of loosely synchronised clocks, are
essential for guaranteeing fairness, unless complex (and costly) cryptographic tools like
secure multiparty computation are deployed.

In [16] the authors present a solution in which perfect fairness can be achieved if a
majority of parties are honest but, whenever the majority of parties are dishonest, it is
possible to achieve probabilistic fairness with arbitrary low probability of error.

Transparent TTPs. In the previous protocols with offline TTP, when the TTP in-
tervenes, in case of problems during the communication between Alice and Bob, the
TTP digitally signs some pieces of information which will be used as an affidavit. These
evidences have the same effect to an adjudicator as those produced by Alice and Bob
in a faultless case. The aim of the protocols described hereunder is to have a transpar-
ent TTP. At the end of the protocol, by only looking at the produced evidences, it is
impossible to decide whether the TTP did intervene in the protocol execution or not.

The use of a transparent, or invisible, TTP, was first proposed by [120] in the frame-
work of certified e-mails. The authors in [12] and [22], proposed fair exchange protocols
allowing to recover, in case of problem, the original client’s signature rather than affi-
davits produced and signed by the TTP, by means of verifiable convertible signatures. In
[13] the author presented a scheme based on verifiable encryption, that is more efficient
than [12]. A further improvement has been presented in [115].

Protecting Privacy of parties. One issue that is considered in the last years is
related to the privacy of parties. Specifically, variants of the fair exchange problem have
been developed to protect the identity. Typically, fair exchange protocols use signature
schemes because of their non-repudiability.

In Ambiguous Optimistic Fair Exchange (AOFE), defined in [85, 87], one party
receives partial signatures from the other party and she is not able to convince any
other agent of the identity of the sender without the interaction with the original sender
or the TTP. Intuitively, the received signatures do not endanger the identity of their
sender but, at the same time, can be used to guarantee protocol’s fairness.

In the context of fair exchange of digital signatures, Perfect Ambiguous Optimistic
Fair Exchange (PAOFE)[160] fulfils all traditional requirements of cryptographic fair
exchange of digital signatures and, in addition, guarantees that the communication
transcript cannot be used as a proof to convince others that the protocol is in progress.

Both AOFE and PAOFE protect user identity from every adversary. Only the TTP
is able to identify relevant information from the transcript.
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A further evolution of fair exchange is Privacy-Preserving Optimistic Fair Exchange
(P2OFE) [86], in which other than Alice and Bob, no one else, including the arbitrator,
can collect any evidence about an exchange between them even after the resolution of a
dispute.

All such schemes are typically based on the composition of cryptographic primitives
like designated confirmer signatures.

4.2.5 Fair exchange protocols via Cryptocurrencies

In recent years, a number of cryptographic currencies or cryptocurrencies have been
coined and used worldwide, with Bitcoin [34] being the most known and diffuse one.
Intuitively, spending a cryptocoin corresponds to execute an electronic transaction in
which the ownership of the cryptocoin is transferred from one user to another. Each
cryptocurrency can be used to implement more than simple money transfers by providing
a tool to enforce the so called smart contracts [33]. Such type of contracts typically
have financial consequences, i.e., some amount of money is transferred between users.
Intuitively, it is possible to include in each transaction a description of the conditions
under which the transferred amount will be spendable. Such contracts are self-enforcing
in the sense that once the parties entered the protocol they cannot withdraw their
participation, unless the contract explicitly allows it. Such enforcement is guaranteed
by the underlying rules of the cryptocurrencies and do not require any external authority.

Each electronic transaction with a given currency is written into a write-only pub-
lic ledger. The impossibility of modifying/deleting a transaction, guarantees the users
against double-spending. The main property that all crypto-currencies meet is that the
public ledges is distributively maintained and verified by a number of peers. Informally,
the set of peers managing the ledger can be seen as a distributed trusted third party.

From the technical point of view, cryptocurrencies provide the possibility of writing
a program, that is attached to the transaction, and that is used to define the contract
conditions. Such programs are distributively executed by a number of parties in the
network. Each currency provides its own scripting language that is interpreted by the
peers in the blockchain network. Bitcoin scripting language has been purposely designed
not to be Turing complete [35], by not allowing loops. The main advantage of this
design choice is that it is always possible to estimate the running time of a script as
it cannot have infinite loops. Furthermore, such restriction gives stronger guarantees
that malicious contracts cannot be written. On the negative side, not-being Turing
complete limits the complexity of the contracts that can be specified by using the Bitcoin
scripting language. Other platforms, like Ethereum [63], Hyperledger [89] or Ubiq [153]
do support Turing-complete scripting languages. On the one side this design choice
allows the specification of arbitrary (computable) contracts, with obvious effects on the
expressiveness of the language. On the negative side, such scripting languages do have to
solve issues related to malicious contract specifications. One example is an attack related
to a vulnerability in the DAO scripting language emerged in recursive contracts [62].
Another issue to be managed is the running time needed to evaluate a contract that,
for Turing-complete programs, is unpredicatble. The latter issue is typically solved by
different platforms by assigning a maximum amount of resources for the evaluation of a
contract.

Fair exchange protocols can be implemented by using a smart contract called the
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Zero Knowledge Contingency Payment [32]. Informally, let us assume a player, the
Buyer, wants to buy a element x she does not know and pay for it a given amount
t only if the element x meets some property described by a (computable function) f .
As an example, assume that x = (p, q) is the factorization of some number N and the
function f simply verifies such property, i.e, fN (p, q) = true iff (N = pq and p 6= 1
and q 6= 1). This is a typical example of the fair exchange problem in which the Buyer
cannot compute the factorization of N and she is willing to pay t whoever is able to
provide N ’s prime factors. Clearly, the Buyer will never pay the Seller before being
sure of obtaining the solution to her problem. Similarly, the Seller will never provide
N ’s factors before being sure of getting the payment. Informally, this problem can be
solved by publishing on the ledger a contract C that states “The Buyer puts aside $t.
This money can be claimed by whoever provides x such that f(x)=true. If, after T time
units, nobody provides a solution, this amount of money goes back to the Buyer”.

This type of transaction is feasible only if the specific scripting language is able to
verify that f(x)=true, i.e., if the scripting language is Turing-complete. Since some
cryptocurrencies do not provide some features, a way of implementing this smart con-
tract is the so-called hash-locked transaction that can be described as follows. Seller
and Buyer engage in an offline protocol in which the seller encrypts x using a random
key k, generating x̂ = Ek(x) and computes y = Hash(k). She then sends to the buyer
f, y and a zero knowledge proof that f(E−1

Hash−1(y)(x̂)) = true. Notice that, this interac-
tion occurs outside the blockchain and, thus, buyer can verify the zero-knowledge proof
regardless the restriction of the scripting language. If the proof is correct, the buyer
can publish on the ledger a transaction like the following Pay $t to whoever provides
a preimage of y and provides a signature that can be verified with the public key of the
Seller. If after T time units, nobody provides a solution, this amount of money goes
back to the Buyer.

In [49] the authors focus on the fair exchange for digital services. They consider the
scenario in which a Seller provides a file storage service and a Proof of Retrievability
(PoR) service [93], that is, upon request, the system generates a proof that the requested
file is stored by the seller. The PoR service can be seen as a instance of the fair exchange
where the Buyer provides a payment only if the seller provides the proof of retrievability.
If the scripting language is rich enough, the standard ZKCP can be used to implement
such fair exchange. On the other hand, if the language is restricted, the hash-locked
transaction technique described above cannot be used. The key observation is that the
offline transaction executed by the parties should include itself a proof of retrievability
that has to be correctly verified by the buyer before the payment transaction is started.
Once the proof is verified, the buyer may simply stop the protocol, not paying the seller,
as she already obtained the service. This example can be generalized to every service in
which the seller does not provides a digital good s but it sells the proof that she knows
s such that f(s) = true, for an efficiently computable function f .

In this work the authors define the notion of Zero-Knowledge Contingent Service
Payment (ZKCSP) and provide two protocols for this new notion. The solutions are
extensions of the hash-locked transaction mechanism described above, in which the hash-
locking value can either can either be the pre-image of one of two different hash functions
having the same range. They also show an attack to ZKCP that is of independent
interest.
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In [21] the authors start from the observation that whenever the scripting language is
restricted, it is extremely hard to design non-trivial smart contracts. They thus consider
the problem of creating efficient non-trivial scripts in Bitcoin. They provide a technique
for generating ZKCP protocols, using only standard (Bitcoin) transactions, for every
f for which the language {x : f(x) = true} has an efficient zero-knowledge proof of
knowledge.

From a theoretical point of view, the authors in [29] define new primitives that allow
fair computations and that can be executed on top of the BitCoin ecosystem. Although
the paper is based on the BitCoin ecosystem, it is independent from this specific technol-
ogy. Specifically, the authors introduce an ideal primitive they call the claim-or-refund,
that allows a sender to make a deposit that can be conditionally transferred to a receiver.
They further present a multi-party extension that allows what they call multiparty with
penalties. Intuitively, in an n-party setting, one malicious party might try to stop the
protocol after having received her expected output but before other parties have received
theirs. In this case, each honest party will receive a pre-specified payment.

4.2.6 Multi-party fair exchange

In multi-party fair exchange, multiple parties need to exchange items in a fair way.
Multi-party fair exchange protocols can be mapped to graphs with each party being a
vertex and each exchange between two parties being an edge. Clearly, different protocols
induce different graph topologies.

In [70], Franklin and Tsudik propose a classification, mainly depending on the topol-
ogy of the exchange. Bao et al. [23] and Franklin and Tsudik [70] concentrated on a
ring topology.

Another topology is the more general matrix topology, where each entity may desire
items from a set of entities and offer items to a set of entities. Such protocols have been
proposed by Asokan et al. on synchronous networks in [8].

A fundamental difference between non-repudiation and fair exchange protocols is
the following. In a fair non-repudiation protocol, the originator sends some data with
a non-repudiation of origin evidence to a recipient, who has to respond with a non-
repudiation of receipt evidence. The sent data is generally not known to the recipient a
priori. In a fair exchange protocol each entity offers an a priori known item (i.e. a kind
of specification of the item is known a priori but not its precise content) and receives
another item, also known a priori. Therefore, in a multi-party fair exchange protocol
one can imagine sending an item to one entity and receiving an item from a different
one. In non-repudiation it does not make sense that one entity receives some data and a
distinct entity sends the corresponding receipt. Thus a ring topology is not sound. The
most natural and here considered generalisation seems to be a one-to-many protocol on a
star topology, where one entity sends a message to n > 1 receiving entities who respond
to the sender. In [100, 113] the authors proposed the first multi-party non-repudiation
protocols, with both online and offline TTP. The main motivation for these protocols is
a significant performance gain with respect to n two-party protocols. Afterwards, the
authors in [127] extended our work with online TTP, in order to permit the sending of
different messages to each entity.
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TTP Ch Fair NRO NRR Aut Int Con Time T. Aut Context
[169] ON U S Y Y Y N N General
[170] OFF U W Y Y Y N N General
[9] OFF O S Y Y Y N Y N General
[9] OFF R S Y Y Y Y Y General
[157] OFF U S N N N Y N General
[2] ON R S Y Y Y Y N N Email
[27] OFF* U P N N N N N Y N Contract

signing
[71] ON R S N N N N P N N General
[115] OFF R W Y Y Y Y N N Item vs

signature
[114] NO U P Y Y Y Y N General
[52] ON R S Y Y Y Y Y Y Payments
[15] OFF O S N N N Y Y Y N General
[16] OFF O S/P N N N Y Y Y N General

Table 3: Two-party methods

4.2.7 Schematic representation

Table 3 reports the main results for two-party fair exchange presented in this section.
For each paper, we specify the following:

• TTP: TTP involvement. On-line, Off-line, NO TTP, INline. For [27] see the
discussion above.

• Ch: Communication Channel type: Unreliable, Reliable, Operational

• Fair: Fairness. Strong, Weak, Probabilistic

The following are mainly yes/no properties.

• NRO: Non-repudiation of origin

• NRR: Non-repudiation of receipt

• Aut: Authentication of parties

• Int: Integrity.

• Con: Confidentiality. For [71], the confidentiality can be defined Partial in the
sense that it is not preserved if one party misbehaves. Notice that, [71] is an
online protocol.

• Time: Timeliness. Timeliness over unreliable channels is obtained via timeouts.

• T. Aut: Temporal authentication (timestamping).

Table 4 summarizes the main results for multi-party fair exchange presented in this
section.
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TTP Ch Fair NRO NRR Aut Int Con Time T. Aut Context Top.
[10] OFF U S Y Y Y General Ring
[70] IN S Y General Ring
[113] OFF R S Y Y Y N General 1-N

Table 4: Multi-party approaches

4.3 Conclusions

Only a fraction of the fair exchange methods is applicable in SPECIAL use cases. The
methods that offer only probabilistic guarantees are not completely satisfactory in a
context where failure to achieve fairness makes it possible to insert in the transparency
ledger events that appear to be certified while they are not. This could be used to
create false evidence that a data controller has violated the GDPR, thereby exposing
the controller to serious sanctions.

Adopting non-probabilistic fairness, however, rules out the approaches without TTP.
Of the remaining methods, those with online TTP all require a number of additional
messages to/from the TTP, that would not scale to the amount of data processing events
expected in the application domains addressed by SPECIAL.

According to the above considerations, the first approach investigated in SPECIAL
adopts fair exchange methods with offline TTP. It is an adaptation of Micali’s optimistic
protocol aimed at supporting very large data exchange. This approach is introduced and
illustrated in D2.4.

Having multiple, distributed TTPs may improve robustness and scalability, so it is
an interesting topic for further research in SPECIAL.

Of course, should the approaches with offline TTP fail to scale to the big data
scenarios of SPECIAL, it would be necessary to focus again on fair exchange protocols
with weaker fairness guarantees.

5 Informed Consent
The GDPR introduces a general prohibition with respect to the processing of personal
data via Art. 6. Processing is then allowed according to a set of predefined scenarios
(e.g. public interest, legal obligations) or via consent from the data subject whose
data is processed. According to Art. 4 (11), the consent of the data subject needs
to be: (i) freely given; (ii) specific; (iii) informed and unambiguous indication of the
data subject’s wishes; (iv) by a clear affirmative action; (v) by which he or she signifies
agreement to the processing of personal data relating to him or her. This definition
hasn’t changed and still contains the keywords treated in WP187 [130] of the Art. 29
Working Party.

With new technical means, SPECIAL aims to help data controllers and data subjects
alike to remain on top of data protection obligations and rights. The intent is to preserve
informational self determination by data subjects (i.e., the capacity of an individual to
decide how their data is used), while at the same time unleashing the full potential of
Big Data in terms of both commercial and societal innovation.

For SPECIAL, the solution lies in the development of technologies that allow the
data controller and the data subject to interact in new innovative ways, and technologies
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that mediate consent between them in a non-obtrusive manner. Instead of ready-made,
set in stone static consent forms, there is a need to develop the technologies necessary to
facilitate a novel way of requesting and giving consent that we call dynamic consent. The
main features of dynamic consent are: (i) Only the relevant information for the specific
situation should be presented; (ii) it should be possible to extend or amend consent at
any time. While, the necessary interactive interfaces should provide data subjects with
the ability to highlight data that is inaccurate and to specify new or update existing
access/usage policies. At the same time the systems needs to enable data controllers to
capture semantically rich metadata that indicates what they are permitted to do with
the data.

5.1 Requirements

The challenge for dynamic consent is to marry such a system with the legal require-
ments. Fortunately, the Art. 29 Working Party (recently replaced by the European
Data Protection Board, or EDPB) has already addressed many of those challenges while
participating in the W3C Do-Not-Track Working Group. Several insights from the tech-
nical and legal discussion in the W3C Working Group can be found in Document Nr.
240 [131] which examines the necessity for a reform of Directive 2002/58EC [64].

Meanwhile, the European Commission has issued the proposal for a regulation con-
cerning respect for private life and the protection of personal data in electronic com-
munications, repealing Directive 2002/58/EC (Regulation on Privacy and Electronic
Communications) [51]. The Proposal is currently under discussion in the European Par-
liament and at the time of writing of this document, there are already 827 amendments
to the Commission document tabled for discussion in the EU Parliament11. Although
the ePrivacy regulation is in a state of flux, primary considerations for the SPECIAL
project include:

(i) the technical functionality needed for the implementation of dynamic consent;

(ii) requirements drawn from existing sources like the GDPR and the opinions of the
Art. 29 Working Party; and

(iii) the identification of gaps and obstacles for dynamic consent and their association
to the ePrivacy discussion.

Before discussing the status quo with respect to consent we first identify a number of
core requirements.

Dynamic Consent Functionality

Categorisation: In order to ensure that the user is not over burdened with consent
requests it should be possible to group like requests into categories and ask for
consent once per category.

11see 2017/0003(COD) Respect for private life and the protection of personal data
in electronic communications http://www.europarl.europa.eu/oeil/popups/ficheprocedure.do?
reference=2017/0003(COD)&l=en seen on 2017-08-21
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Customisation: Rather than offering an all or nothing approach, it is highly desirable
that data subjects have more control over which data is processed/shared and for
what purpose.

Innovation: In order to remain innovative companies need to be able to obtain con-
sent for very general data processing categories, such as service optimisation and
business intelligence.12

Historical Data: One of the challenges faced by companies is the fact that much of the
data they currently possess can’t be used because they do not have the consent
to do so, as such they need a way to obtain consent for personal data that was
gathered at some point in the past.

Revocation: The data subject should be able to revoke consent for future processing and
sharing at any time (i.e. to opt out either in part or in whole).

Understandability: The consent request should be presented in a manner that is di-
gestible by the customer, so that it is possible for them to understand the impli-
cations of the consent. This is especially important in Big Data scenarios.

Consent Robustness

Performance: When it comes to the automatic processing and reasoning over access and
usage policies, various optimisations such as parallel processing and/or indexing
should be used to improve processing efficiency.

Scalability: Given the volume of events and policies that will need to be handled, the
scalability of compliance checking is a major consideration.

Storage: In order to reduce the amount of information stored differential storage tech-
niques could be used to ensure that only consent updates are stored, however here
it is necessary to balance storage on the one side and performance and scalability
on the other.

5.2 Data to be Captured

As already outlined above and to a larger extent in D1.2 Legal requirements, consent
requirements create an accountability obligation for the data controller. This account-
ability obligation guides the collection of the additional data that is needed in order
to allow the system to provide an automatic audit trail that contains all necessary in-
formation to provide proof of consent. Which information must be presented to the
user is highly dependent on the concrete use case, however generally speaking primary
considerations include:

• What data or data category is collected

• What is the purpose of data collection and processing
12Some of the data mining techniques used for this purpose produce anonymized data, hence they

have different implications on consent. Such privacy preserving data mining techniques are illustrated
in Section 7.
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• Where are collected data stored

• For how long are the data stored

• With whom is the data shared

• What control mechanisms are available for the data subjects

For a discussion on possible encodings and vocabularies the reader is referred to Chap-
ter 6.

For the system itself, the view is different. The SPECIAL system needs policy
contextual information for all items of personal data collected. The awareness of the
system is needed to generate the list of things to show to the user. This can be a lot of
data that can not be presented to the user in its raw form. This leads to a challenge for
the user interface and the type of information presented therein. What remains is that
the system then has to record the fact that certain items were shown and followed by
affirmative action. Affirmative actions can be very disruptive for the user experience,
especially considering that requiring those actions all the time may lead to click fatigue
and remove the self awareness of the data subject. One potential solution is to assume
that by a first affirmative action, the user agrees to allow for certain choices in the
user interface to reduce the amount of annoyance, namely having clickable information
that goes away after some time, but remains changeable in the lower levels of the user
interface.

5.3 Candidate Consent Mechanisms and Limitations

There aren’t that many ways to obtain consent. On paper, there is the typical fine print
and the courts control the surprising and unfair clauses in such an environment. In the
EU, there is a large variety of consumer protection laws but the clauses are harmonised
to a certain extent by Directive 93/13EC. This environment works well and is balanced,
but it is not fit for the online environment.

5.3.1 Classic privacy policies

The classic way is to have a human readable description of the processing where the
data collected is described in some very general terms. This is the typical example of
the privacy policy of today. But the user can’t know whether a certain data item was
collected or not and which rights are attached to it. Instead of the concrete operation,
we give the data subject a manual that describes how the system normally operates.
The art is to write it in such generic terms that the pages of legalese still cover the legal
requirements but are almost meaningless beyond. In this case, an affirmative action is
recorded in some way, mostly in the form of an OK-button, sometimes formed as one
of these annoying cookie banners. The OK-button or cookie banner usually has a link
to a privacy policy page. The recorded click on the OK-button then serves as evidence
for the fact that the user consented to everything written in the legalese of the privacy
policy. A particularly talking example can be seen in the figure 1.

In the presented example, the user is even redirected to another landing page with
more information that has to be Ok’ed. It records a blanket agreement for all processing
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Figure 1: A classic way to grab an affirmative action

of data. The criticism here comes from the fact that such consent is neither specific nor
informed, because the data subject is bombarded with too much information and agrees
to everything, just to get the service. In fact, even if some nice document would be able
to capture all purposes and data categories, it would be generic and not specific. One
may argue that such consent also has issues with the criteria of freely given.

The multipage documents detailing all eventual data collection done by the entire
service are there for legal purposes and not for the user. From a users perspective,
there is a large body of research that points to the cognitive limitations of users when it
comes to informed consent. The most stunning study came from McDonald [117] who
explored the question: if website users were to read the privacy policy for each site they
visit just once a year, what would the loss of their time be worth? McDonald multiplied
the average length of the privacy policies found online (sample) by typical words per
minute (WPM) reading speeds. McDonald calculated an average of 201 hours per year
for the reading of those policies per individual. This means more than 25 workdays.
McDonald also calculated an accumulated time of 44.3 billion hours for the US. As our
life is further digitised, we expect this time to increase with the classic solution.

Acquisti et al. [4] and Borgesius [44] point to several recent behavioral studies that
cast a shadow of doubt on the effectiveness of notice and choice (i.e. transparency and
consent). A study conducted by Acquisti et al. [4] found that more control leads to
increased risk taking, an observation that they dubbed the "control paradox". Addition-
ally the authors found that even a short delay between the presentation of a privacy
notice and the presentation of irrelevant information was enough to reduce/nullify the
effect of the privacy notice. According to Borgesius [44] people tend to agree to anything
and many are not aware of the extent to which they are tracked and consequently their
consent does not constitute as informed. Borgesius [44] further highlights the strong ten-
dency of system users to accept default settings and to opt for immediate gratification
without considering the long term risks.

Another issue with the human readable privacy policies is the fact that they are
bundles. Generally speaking, to use a certain service one has to agree to the entire
policy. There is no way the user can make any choice other than not using the system.
The bundling often means extensive data collection beyond what is necessary. Accepting
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the all encompassing policy is thus questionable from the point of view of a freely given
consent.

5.3.2 The end of consent

Beyond the mere legal view on data protection, more and more researchers question
the value of consent. Either people are lured into giving consent by offering some tiny
advantage knowing that consumers typically would not know what it means to agree to
the data collection and processing. Or the view is more on data not directly collected
from the user, but just tapped from the ambient network that marks the information
society. Web and Internet interactions are responsible for the creation of large parts of
the Big personal data we deal with. Following a report from the World Economic Forum
(WEF) in 2011, Hildebrandt [1] made a data collection categorisation popular that dis-
tinguishes between: (i) volunteered data; (ii) observed data; and (iii) inferred data. The
new categorisation dismisses the distinction between personal and non-personal data.
The paradigm of data self determination is replaced by Nissenbaums [125] contextual
integrity. The reign of the algorithms and the upcoming sophistication of artificial intel-
ligence is seen as the main threat. This is decried by Cukier/Mayer-Schönberger [116]
and most prominently by Stephen Hawking13. To counter the dangers, the limit of data
bureaucracy to personal data is given up. A general data administration should control
data controllers in order avoid the dangers of data processing in general.

Wenning [163] argues that giving up the distinction between personal and non-
personal data may lead to interference with other fundamental rights, namely the free-
dom of expression and the freedom of information that is so central to the model of the
western democracy14. While the WEF data categorisation is helpful to understand the
origins of Big Data, it isn’t helping to align the collection of such data with the GDPR.
In fact, Hildebrandt et.al [81] on various occasions doubt about the GDPR system that
is still based on the paradigm of informational self determination and thus also doubt
about the system and value of consent. They put the decision in the hands of the Data
Protection Authorities. This begs the question, are they paternalising the data subjects
that they are supposed to protect?

This is especially true when it comes to Big Data and high data volume and velocity.
The crisis is sharpened by the ever expanding definition of personal data. Was there
a doubt in the past, the GDPR now mentions IP addresses, cookies and other IDs as
personally identifiable in consideration Nr. 30. Another factor is that purposes and
processing may also evolve over time. Asking the user every 5 minutes whether the
processing is still ok may be good from a purist self determination point of view. But
it is known that the non-expert people will shy away from such applications and orient
themselves towards applications from non-EU juridictions that have a non-existing or
much more liberal interpretation of data protection.

13Interview of Stephen Hawking by the BBC on 2014-12-02 http://www.bbc.com/news/
technology-30290540 seen 2017-08-21

14Article 11 of the french declaration of Human Rights saying: La libre communication des pensées et
des opinions est un des droits les plus précieux de l’homme
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5.3.3 Dynamic consent

To overcome the cognitive limitations of humans and to allow for a more contextual
anchorage of the privacy mediation between data controller and data subject there is a
need for dynamic consent.

In the biomedical domain dynamic consent is a relatively new framework that refers
to the use of modern communication mediums to provide transparency, enable consent
management and to elicit greater involvement of data subjects from a consent perspective
[47]. According to Steinsbekk et al. [145] dynamic consent provides greater autonomy
and transparency to data subjects with respect to data usage and affords greater involve-
ment than broad consent. However, broad consent is superior from a ethics perceptive
due to well established review and information strategies with opt-out arrangements.

One promising research avenue for SPECIAL would be to classify the actual data
collected with the help of some taxonomy, categorisation or ontology. Additionally,
machine readable policy information is represented in the same way. It is now sufficient
to establish a link between a given data record and related policy information to have
a complete picture of the intended processing, including things like retention times,
purposes. The system collects all information that is known at collection time. Now
any combination of a policy atom and an instance of personal data becomes possible
and can be addressed by dynmic consent.

Dynamic consent has the advantage of allowing a complex system to be specific.
Instead of the central policy document, the concrete processing intended now will be
the object of agreement. Several of those agreements can be added to form a larger
relationship between data controller and data subject. To be informed and specific, the
dyamic consent needs to present certain information to the data subject and record the
affirmative action needed into the ledger described in Chapter 3.

A well know approach to data protection is what Hildebrandt [1] and the WEF call
Personal Data Management. This term is interesting, as it conveys the message that
personal data can be managed in a privacy friendly way. But Personal data management,
sometimes called identity management as a term is also abused to mean a system where
data collection is unlimited as long as the user is given some controls on the use of
that data. The main difference between the approaches is that the concept of data
minimisation is abandoned. The advantage for data controllers is the fact that the
aggregation of such data doesn’t need further consent, but allows for monetisation of
such data. Because even aggregate data can be used to discriminate against people.
To remove this ambiguity, the PrimeLife project called its concept Privacy Enhanced
Identity Management.

Hildebrandt [1] sees a challenge in the fact that there is no sample anymore in Big
Data. She calls this «n=all», where the sample "n" has all instances of "n" and thus is
not a sample anymore, but a complete recording of all the instances. Although, the sheer
amount of data makes the enumeration of data items collected impossible, this opens
up an opportunity for the SPECIAL engine. If all instances are collected, all instances
can be policed and an effective right to be forgotten can be established. Again, volume
and variety are a big problem. Using dynamic consent and the categorisation of data
to allow for innovative user interfaces we may be able to cope with the challenges by
volume, variety and velocity.
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5.3.4 User interaction

As a result of using dynamic consent, user interfaces represent a critical component in
enabling understandability and customisation of the agreements between data subjects
and data controllers. For instance, one of the most widely known existing permission
systems is a component of the Android system. However, a survey studying its user
attention, comprehension, and behaviour [68] points to the fact that the participants
are often unaware of the existence of permissions and just a few (17%) pay attention
to them during application installations. RequestPolicy15, a tool for increasing web
browsing privacy through control of cross-site requests [138], proposes using whitelists
to protect a user’s privacy. It determines blacklists as insufficient as they are not capable
of handling new requests that didn’t previously exist. In turn, Google provides a solu-
tion for visualisation and removal of user data. By logging into the dashboard, stored
data can be reviewed within various categories. This includes the user’s search history,
calendars, contacts etc. Additionally, the location history (usually collected by Android
smartphones), can be explored via dates and allows for partial deletion. Since the data
can often be large, the interface provides summaries and aggregate data where plausible.
In terms of more complex policies, few user-friendly schemes go beyond simple access
permissions. Creative Commons (CC) provides such a scheme for licenses which can be
combined and identified by speaking acronyms and icons (e.g. "BY" for the obligation
for attribution, "$" for commercial re-use, etc.). However, no such scheme exists for
end-user policies and personal data re-sharing.

5.3.5 GAP analysis

Based on our analysis of the literature it is possible to identify a number of research
avenues.

Categorisation & Understandability: The low levels of attention, comprehension and be-
haviour reported by Felt et al. [68], Acquisti et al.[4] and Borgesius [44] indicate
that in order to improve usability, user interaction needs to be improved signifi-
cantly so as to enable users to effectively manage permissions in an understandable
manner. For each company the user has data with, permissions should be visu-
alised in recognisable descriptive categories. These categories should be displayed
in ways that allow for fine-grained permission modifications. Users should also
be presented with specific permission requests that can be issued by companies,
detailing the purpose and data required, possibly with specific, easy to understand
examples, and let the user agree or disagree. Where appropriate the concepts of
layered privacy policies as it is propagated by the Art. 29 Working Party [129] with
easy to comprehend icons or short texts complemented by the detailed information
may be deployed for further benefit in transparency and clarity.

Customisation, Historical Data & Revocation: Existing policy languages such as XACML
[128], ODRL [90], KAoS [46], Rei [94] and Protune [38], to name but a few, could
be used to formally represent access and usage control policies that support dy-
namic customisation and revocation of permission to process personal data. One

15RequestPolicy, https://www.requestpolicy.com/
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of the primary challenges here is the verification of the suitability of such languages
and the corresponding enforcement and administration techniques for mainstream
adoption by industry. While, works by Villata et al. [156] and the research done in
PrimeLife [83] could serve as a starting point to create and formalise modular, user-
understandable modular policy templates, i.e, to establish a ’CreativeCommons-
like’, easy to remember and understand scheme for end-user formally described
machine readable policies supported by acronyms and icons.

Innovation: Another major pain point for organisations is the fact that business op-
portunities themselves are frequently discovered by mining personal data and
analysing customer interests. So we run into a chicken-and-egg problem, com-
panies need user consent to analyse personal data, but they are not able to specif-
ically indicate what they need the consent for. Borgesius [44] highlights the fact
that companies rarely use privacy as a competitive advantage. Recent articles by
Gürses and del Alamo [76] and Hansen [79] provide guidance on privacy engineer-
ing, how it can be applied in practice, and highlight some of the challenges that
need to be overcome in this emerging field. Primary challenges stem from the fact
that existing data protection efforts are scattered and disconnected. Additionally,
there are no standardised methodologies, techniques and tools that could serve
either as a guide or as a means to assess privacy engineering activities. When
possible, the chicken-and-egg issue can be mitigated with privacy preserving data
mining techniques, that is, a kind of analytics that produces anonymized results.
The expected advantages are twofold: on the one hand, the anonymized nature of
the output may encourage data subjects to opt in. On the other hand, anonymous
information can be more easily shared. The main privacy preserving data mining
approaches are illustrated in Section 7. This survey is also useful to verify whether
the goals of the pilots necessarily need consent, and to what extent.

5.4 Challenges and Opportunities

Although in this report we only provide a high level view of the state of the art, there
is a lot that can be learned from recommendations coming from both the legal and the
social sciences domains. In particular, SPECIAL aims to implement an architecture
that is deeply rooted in the data self determination paradigm as created by the German
Federal Constitutional Court in 1984 [28]. In this section we highlight challenges and
opportunities regarding machine readable consent requests, dynamic consent, and user
interaction.

Machine readable consent requests Instead of a ready-made, set in stone static
’consent forms’ there is a need to develop the necessary technologies for dynamic consent,
with a special focus on legal and ethical compliance. Such mechanisms should provide
data subjects with the ability to highlight data that is inaccurate and to specify new
or update existing access/usage policies. The Resource Description Framework (RDF),
which underpins the Linked Data Web (LDW), is used to represent and link information,
in a manner which can be interpreted by both humans and machines.Kirrane et al. [98]
provide a comprehensive survey of existing access control proposals for RDF, although
many of the policy languages presented therein could potentially be used to express and

H2020-ICT-2016-2017
Project No. 731601



D.1.7: Policy, transparency and compliance guidelines V2 41/102

reason over usage policies, regulatory obligations, business rules and provenance events
we must first determine the level of expressivity required. Additionally, in order to sup-
port automatic verification of compliance it may be necessary to develop (or extend) the
formal semantics of the adopted policy language. Indeed, vocabularies for expressing
policies such as ODRL [90] currently in the process for standardisation by the W3C’s
Permissions and Obligations working group still suffer partially from semantic ambigu-
ities [146] or may turn out to be incomplete in practice in terms of expressing policies
for personal data handling. Another interesting area for exploration is the reconciliation
of machine readable policies with the human readable version. Here we are especially
interested in exploring the level of automation that can be achieved from fully manual to
fully automated. According to Kaye et al. [97] technical challenges include interfacing
with company systems so that the relevant information and feedback it presented to
data subjects. Additionally there is a need for compliance checking algorithms that are
able to automatically verify that companies are adhering to the access/usage policies
specified by data subjects, Given the fundamental nature of machine readable policies
to the SPECIAL project a detailed analysis of the state of the art is presented in Section
6 of this document.

Dynamic consent In the SPECIAL scenario, the backend is capable of adapting in
near real time to promises and controls facing the data subject. This includes e.g. the
reaction of the backend on receiving a W3C tracking protection signal. In this case, the
system could adapt and reduce e.g. the data retention times to the strict necessary and
avoid adding the current clickflow to an existing profile. This would also help to establish
a system where consent is freely given, because using the system without extensive data
collection would still be possible as there is not necessarily a hard bundling like in the
traditional privacy policy scenario.

Even within a larger context, e.g. of a complex relation between an ISP or operator
and the data subject, the backend would be able to provide specific information about
the current intended operation and gain agreement from the data subject. The challenge
here is to find new summarising representation of the raw data collected. The linked
data world will allow SPECIAL to use ontologies to create high level data taxonomies
or ontologies that will allow the data subject to understand what is intended without
information overflow. Given that taxonomies can be expanded down to the individual
instances, such a system will allow the data subject to drill down into arbitrary detail.
This makes the consent achieved very specific without overloading the user and furthers
the unambiguous nature of the indications concerning the processing.

A rather difficult issue will be to record a clear affirmative action. But the GDPR
itself is rather creative here. It allows to express the affirmative action by setting pref-
erences in the software used e.g. in Art. 21 (5) GDPR. Looking at the cases where the
action is missing, it is obvious that by implying consent, one can justify almost all data
processing without asking the data subject anything. On the other end is the scenario
where the system can not do anything without having the user click Ok all the time,
which makes such a system unusable. SPECIAL imagines a two stage process where
participating in a SPECIAL system is done by clear affirmative action when subscribing
to a certain service. There, the first information given can be very generic and includes
the promise of being in control, once further information is collected, used or re-used.
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This way, the Big Data challenge of changing purposes becomes a matter of ex ante
or ex post controls and will prepare the ground for new innovative and non-obtrusive
interfaces. Dynamic consent results in an adaptive and stateful agreement between the
data controller and the data subject.

Consent and user interactions Based on our initial analysis there is no clear winner
when it comes to obtaining consent. Two interesting avenues for future work include
the combination of dynamic and broad consent. Especially in the context of informed
Opt-In with exception (whereby the data subject consents to broad data processing
categories with the option to Opt-Out of specific processing) and two stage consent
request (whereby data subjects Opt-In for preliminary analysis and they have the option
to Opt-Out later if they are not happy with the results of the analysis). According to
Solove [143] the common cognitive issues include challenges brought about by the fact
that people do not read privacy policies, those that do often do not understand them,
and those that understand often do not have all information that is needed to make
an informed decision. The authors identify the need for privacy self management tools
that enable data subjects to manage their privacy preferences globally, for all services
providers. When it comes to consent and user interaction there are several challenges
that need to be addressed. For example, in terms of personal data management and
usability, how do we balance control and cognitive overload? What is the optimal
frequency for interaction? How do we ensure that the consent request is both informative
yet concise?

The industry persistently complains about the low rate of adoption and consumer
reaction in Opt-In systems. Bouckaert and Degryse [45] did a welfare comparison of
the three main current policies towards consumer privacy — anonymity, opt in, and opt
out — within a two-period model of localised competition. They confirmed a finding by
Staten and Cate [144] report that only a maximum of 10% of users ever opt out of lists.
They also report that an opt-in campaign by a telecom operater resulted in only 5–11% of
positive responses. Consequently, Bouckaert finds that, economically, Opt-In performs
even below anonymity. One may argue that in 2006 this did not take into account the loss
of trust and did not factor in the fact that people stop using the systems. Nevertheless,
the challenge is to overcome the 80% difference in economic return between Opt-In and
Opt-Out regimes. Bouckaert hints at criteria when finding that «Consumers never opt
out and choose to opt in only when its cost is sufficiently low. Only when opting in is
cost-free do the opt-in and opt-out privacy policies coincide.» GDPR has established an
Opt-In regime for most data collection. This means the legislator in the EU has already
chosen one side and creating a working but illegal system is not an option. The challenge
for SPECIAL will thus be to lower the cost of Opt-In systems by integrating well into
peoples communication flows. At the same time, the W3C Do-Not-Track work allows
for a much easier Opt-Out in the online environment that is at the origin of most Big
personal data. In fact, setting a preference once and for all is sufficient. This means we
are approaching the state where the cost of Opt-Out is so low that a new study is needed
to see whether the delta of 80% between Opt-In and Opt-Out persists, not taking into
the enforcement deficit in the EU.

Although there is much that can be learned from the bio-medical domain concerning
dynamic and broad consent, it is still not entirely clear where the boundaries lie in
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terms of the specificity and understandability of consent requests. One potential avenue
for future research is the development of one or more user interfaces that would enable
us to empirically evaluate the effectiveness of different categorisation and presentation
strategies.

5.5 Implementation Considerations

The following provides a high level view of the core functions that are relevant when it
comes to managing consent requests. For additional details we refer the reader to D1.4.

Dynamic consent interface The dynamic consent user interface should be devel-
oped in such a way that it tackles the cognitive limitations reported by Acquisti et al.
[4] and Borgesius [44]. Key functions of dynamic consent include: granting consent
for processing/sharing, revoking consent for processing/sharing, and updating existing
consent.

Transparency and compliance dashboard The transparency and compliance
dashboard should be developed in such a way that it tackles the users’ cognitive limi-
tations. Key functions could include: presenting data processing and sharing events in
a easily digestible manner, enabling the user to understand the implications of existing
and future consent for processing and sharing.

Interfaces The SPECIAL consent service should have several Application Program
Interface (APIs) that are necessary to interface with both enterprise systems and other
SPECIAL components (e.g. the transparency log, compliance checking algorithms
etc...).

6 Policy Models and Policy Languages
In this section we outline the basic characteristics of the policy models and languages
needed in SPECIAL. Consent requests and sticky policies involve data usage policies,
that are dealt with in Sec. 6.1. Compliance with such policies is meant to be checked
automatically, exploiting the knowledge encoded in the transparency infrastructure. The
formalisation of the GDPR has different requirements, since the constraints imposed
by the data protection regulation are more difficult to assess automatically. Initial
guidelines to the formalisation of the GDPR are outlined in Sec. 6.2.

6.1 Usage Policies

We are going to describe the requirements on the usage policy language by first intro-
ducing an abstract core policy model (focused on SPECIAL’s reference scenarios), then
discussing its possible encodings with semantic web languages and preexisting policy lan-
guages, and finally illustrating how policies are meant to be applied and queried (thereby
regarding policies as an abstract data type). These aspects are clearly interrelated and
place constraints on each other, that will be discussed in this section.
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Simple Usage Policy
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Figure 2: The minimum, core usage policy model (MCM)

6.1.1 Usage policy model

The reference scenario as well as the pilots described in Deliverable D1.1 involve a set
of simple data usage policies, whose main elements are summarised in Figure 2.

• “Data” describes the personal data collected from the data subject.

• “Processing” describes the operations that are performed on the personal data.

• “Purpose” specifies the objective of such processing.

• “Storage” specifies where data are stored and for how long.

• “Recipients” specifies who is going to receive the results of data processing and,
as a special case, whom data are shared with.

We will refer to this abstract model as the minimum core model (MCM). All the com-
plexity of the usage policy model resides in the description of MCM’s elements, that are
illustrated in more detail below.

The Data element: In order to describe which categories of data are collected, an
ontology of personal data is needed. In the most general case, developing such an
ontology is an extremely difficult task, since every possible piece of information that can
be attributed to a specific individual is personal information, and as such falls under
the scope of the GDPR (and possibly the ePrivacy regulation).

The best approach is to leverage the extensibility and interoperability of semantic
metadata, and to develop a core ontology of personal data covering the most common
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categories of personal data. The core data ontology is meant to cover the most common
data categories and should be extended with suitable profiles and/or integrated with
further ontologies specialised for particular cases as needed.

Fortunately, the attributes that are commonly used to uniquely identify a person –
such as social security numbers and unique fiscal codes, or combinations of name, place
and date of birth – constitute a limited space. A quick look at the use cases shows that
SPECIAL’s reference scenarios use (a subset of) the information that can be found in
IDs like passports, plus telephone numbers, physical and email addresses. Therefore
developing a sub-core ontology of identifier data tailored to SPECIAL’s use cases is a
feasible task (still one of the ambitions of the project is fostering initiatives to develop
a more comprehensive ontology of personal data).

Moreover, a number of use cases based on mobility data (see, for example, the use
cases of Proximus and Deutsche Telekom) share common personally identifiable informa-
tion (PII) that adheres to a small set of telecommunication standards. This facilitates
the formalisation (semantification) of the data categories collected and processed in a
wide range of applications operating on telephone data. Similarly, it seems feasible
to formalise the categories of data more frequently collected by social networks, that
provide another wide range of applications with similar data usage modalities.

There have already been some initiatives aimed at categorising personal data that
can help in organising the core personal data ontology. For example, P3P16 contains a
nontrivial vocabulary of data categories that includes also dynamic data, collected by
tracking the user’s behavior, as well as non personally-identifiable data. P3P’s data cate-
gories currently do not specifically cover mobility data and television program data, that
are needed in SPECIAL’s pilots. The available categories constitute a shallow taxonomy
that may have to be further articulated in the core data ontology. Within social network
applications, it may be interesting to include the FOAF17 ontology, that although less
articulated than P3P’s categorisation covers some complementary aspects. A poten-
tially useful classification dimension (currently not covered in a satisfactory way) is the
sensitivity of information, which is articulated in some detail in the existing legislation
(e.g. note the attention to sexual, political, and religious orientation). Deliverable D6.3
Plan for community group and standardisation contribution details our plans to engage
the web and privacy communities in order to derive and reach consensus on vocabularies
to be used to represent personal data, processing of personal data and related policies
and regulations. The first activities along this line have been a workshop18 and the
constitution of a W3C community group19.

The Processing element: Data processing can be described with at least two ap-
proaches: (i) algorithm oriented, and (ii) output oriented. The former is particularly
difficult and ineffective for several reasons. In many cases the same computational task
can be carried out with several alternative algorithms, possibly quite different from each
other, with complementary properties (e.g. time or memory consumption), but produc-
ing exactly the same output. Arguably, such differences are irrelevant in the policy

16P3P, https://www.w3.org/P3P/
17http://xmlns.com/foaf/spec/
18https://www.w3.org/2018/vocabws/
19https://www.w3.org/community/dpvcg/
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context, since all alternative algorithms produce the same information and distribute
it in the same way. Algorithmic descriptions are also intrinsically difficult to process:
virtually all interesting properties of such descriptions are undecidable (e.g. algorithm
equivalence and output properties). Furthermore, an algorithmic description of data
processing is of little meaning to most data subjects; this makes algorithm-oriented
descriptions unsuitable to the formulation of the usage policies enclosed in informed
consent requests.

Due to the unnecessary complications introduced by algorithmic descriptions, we
recommend an output-oriented approach to the description of data processing, that is,
a categorisation of the data produced by data processing in terms of the information it
conveys. For instance, data subjects are interested in knowing which information about
themselves can still be found after data have been aggregated or analysed, and possibly
the degree and kind of anonymisation of such information.

Therefore, data processing should be described through a suitable ontology of data,
similarly to the Data element. However, modelling the results of data processing adds
some requirements to the ontology, such as the need to describe aggregates, clusters,
and other derivatives, as well as their degree of anonymity. In Proximus’ use case, for
example, the result of data processing is an interest profile formulated in terms of a
vocabulary of keywords extracted from well-defined sources (cf. D1.1 and its second
version D1.5); in this case, the description of data processing could be simply collapsed
to “an algorithm that produces that type of profile”. As far as we know, the existing
initiatives such as P3P have not articulated their data taxonomies in sufficient detail
to model such aspects. The existence of common needs in important categories of
applications encourages the structuring of the data ontology into a core taxonomy plus
a set of profiles specific to application categories (as discussed in the Data element
paragraph).

We expect the level of granularity of the output-oriented approach to be easier
to handle for data controllers, too, since it suffices to operate at the service level of
the business logic, by introducing an abstract description of the effect of each relevant
service, while services need not to be internally analysed.

We conclude the discussion of the output-oriented approach with a comment on
the reasons for encoding the type and degree of anonymity of data-processing outputs.
Concretely, by “type and degree of anonymity” we mean notions such as k-anonymity,
l-diversity, ε-differential privacy and the like, for specific parameters k, l, ε, etc. As of
today, meeting any of such anonymity criteria does not suffice to operate outside the
scope of the GDPR, because none of them guarantees that data subjects cannot possibly
be (re)identified (and hence data are not considered anonymous in legal terms). Still,
providing partial guarantees on anonymity in terms of the above notions does reduce dis-
closure risks, and may eventually encourage data subjects to release their data. For this
reason, the privacy preserving data mining techniques illustrated in Section 7 are partic-
ularly interesting for SPECIAL: they combine the analyses sorely needed by companies
with anonymization, and as such fit the above vision and may be relevant to the pilots
where the results of the analyses describe global (non-individual) behavioral trends (cf.
the old and new DT pilots, where the analyses are used to plan public infrastructures
and improve network quality). Of course, the corresponding technical definitions are
not currently accessible to common users, so in order to experiment with this idea it
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is necessary to increase the awareness about these anonymisation approaches, and pro-
vide understandable description of these methods and their effectiveness in reducing the
risk of disclosure (for example, such information may be linked to informed consent re-
quests). Moreover, it is well possible that forthcoming iterations and refinements to data
protection regulations will specify that data can be reasonably considered anonymous
when they meet some of the above anonymity notions with a specified parameter. Last
but not least, highlighting the adoption of the aforementioned anonymisation methods
in the policies helps data controllers in demonstrating the adoption of what the GDPR
regards as “suggested measures” that improve the robustness of information systems
against attacks to confidentiality.

The Purpose element: The purpose element shall describe formally why data are
collected and/or processed.20 Not surprisingly, purpose descriptions are to be expressed
through a corresponding ontology. Purpose descriptions are part of all of the usage
policy languages developed so far, including P3P and ODRL21, whose purpose categori-
sations can be exploited as a basis for developing SPECIAL’s purpose-related taxonomy.
While personal data and data processing may vary widely across different domains, ap-
plications show much less variety in purposes. Objectives such as marketing, service
optimisation and personalisation, scientific research, are pervasive across a variety of
contexts. Accordingly, we expect the development of an ontology of purposes to be way
less problematic than the ontology of data categories.

The Storage element: This part of the policy shall describe where data are stored
and how long for. Accordingly, the MCM attaches two corresponding subelements to
the storage element: Location and Time. The level of granularity of both subelements
needs not necessarily be fine-grained, for the reasons outlined below.

The GDPR is mainly concerned with two aspects related to storage location, namely:
(i) whether data remains within the company boundaries or is distributed across different
organisations (even if they are simply classified as “data processors”, or limit their
activity to providing the storage service); (ii) whether data crosses national boundaries,
since this may affect the applicable data protection regulations. Thus broad location
classes, such as “within/without our company”, “our partner’s servers” may suffice for
point (i), and again the vocabulary adopted by P3P may constitute a useful starting
point for developing a location ontology. Nonetheless, in order to monitor and audit
company processes, it may be helpful to refine such descriptions by keeping track of the
hosts and files where data are stored (e.g. in the form of URIs). This information can
be easily refined by adding the nation in which hosts reside, in order to address point
(ii).

Concerning storage duration, we do not foresee the need for complex time constraints
(unlike some temporal access control policies that support sophisticated periodic con-
straints, such as [30]). Some laws constrain storage duration by setting a minimum
storage period (as with some telephone data, cf. deliverable D1.1). The GDPR, on
the contrary, requires that storage is strictly bound to the service needs. This implies

20Recall that the collection of some data may be required by law, and the usage policy may refer to
a novel use of those data. In that case the purpose element does not need to justify data collection.

21ODRL Information Model,https://www.w3.org/TR/odrl-model/
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storage minimisation, hence the need to express upper bounds to storage duration, that
may be expressed either in terms of the duration of the service that the data have been
collected for, or in absolute terms (e.g. in cases where data are stored solely to fulfill the
minimum duration requirements specified by some laws, in which case at the end of the
required period data must be deleted). Summarising, the storage time element should
be able to express a single, possibly open interval, and temporal reasoning collapses to
trivial interval membership and interval emptiness checks (for verifying, respectively,
that a time point fits within the allowed storage period, and that the allowed storage
interval has been correctly specified).

The Recipients element: In case of data sharing, the usage policy shall specify the
third parties to which data are (or may be) transferred. The GDPR does not clearly state
to which level of detail this information has to be specified, and there are opposite needs,
such as the companies’ desire to keep some of their business relations confidential, and
the data subjects’ right to trace the flow of their personal information. Some articles
mention “categories” of recipients, in which case it is conceivable to adopt a coarse-
grained categorisation such as “partners to which services are outsourced”, “business
partners”, “unrelated third parties”, possibly “applying our same usage policy”. P3P
provides a core vocabulary at this level of detail. Should it be necessary to identify data
recipients precisely, the ontology may be modelled around the existing standards that
describe organizations and possibly their contact persons (e.g. X.509).

6.1.2 Guidelines to encoding usage policies in RDFS/OWL2

Given that SPECIAL adopts a semantic layer to obtain a uniform view of all the entities
handled in the project, it is natural to encode policies as semantic objects, too. The
MCM can be straightforwardly encoded in OWL222 by mapping usage policies and each
of their elements into classes, and the links between different elements into properties.
More specifically, the Time Storage element can be encoded as a data property (where
time points are represented as integers in the standard way adopted by operating sys-
tems) while all other links are object properties. Then storage intervals can be directly
encoded through OWL2’s numeric facets. For example, storage for at least t seconds
and no upper bound is expressed by:

DatatypeRestriction( xsd:integer xsd:minInclusive t )

while the time interval [t, u] can be encoded with

DatatypeRestriction( xsd:integer xsd:minInclusive t xsd:maxInclusive u ) .

The specification of the above data and object properties fits into the OWL2 EL profile,
with the exception of functionality assertions and datatype restrictions (hence storage
time constraints). We expect the ontologies that describe data, processing, purposes
and recipients to fit completely within OWL2 EL. This is important because inference
over OWL2 EL knowledge bases is tractable and there exist well-engineered, scalable
engines tailored to this profile.

22OWL2, https://www.w3.org/TR/owl2-overview/
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In order to deal with the features that are not covered by OWL2 EL we are developing
specialized engines.

Theoretical results say that if a datatype (called concrete domain in the description
logic jargon) enjoys a so-called p-admissibility property then reasoning in OWL2 EL
remains tractable [18]. The integer domain with both min and max constraints that
we exploited in the above datatype restrictions does not match the p-admissible do-
mains illustrated in [18] (in particular, the concrete domain Q supports only >, not <).
Indeed, it has been proved that non p-admissible domains as well as functional roles
make reasoning intractable. Also the interplay between intervals and policy sets makes
reasoning intrinsically expensive (NP-hard). So we have to develop ad-hoc solutions for
scalable reasoning about policies; the first results have recently been published.23

Note that in principle usage policies could be encoded with a rule language (e.g.
some dialect of Datalog). The expressiveness of rule languages is not comparable with
the expressiveness of description logics (on which OWL2 is based) and there exist con-
ditions that can be expressed only with rule languages [56]. The reason for focusing on
description logics, at this stage, is that (i) the syntax of the usage policy has a structure
similar to description logics’ syntax, and (ii) some of the reasoning tasks on policies
(that will be discussed below) in general are unfeasible for rule-based policy languages.

6.1.3 Semantics of the usage policy language

The encoding of usage policies into OWL2 provides a formal semantics to the policy
language via the direct (model theoretic) semantics of OWL2, which is based on the
correspondence between the logical operators of OWL2 and the constructs of the de-
scription logic SROIQ. The direct semantics, roughly speaking, associates each usage
policy with the set of tuples

〈 data, operation, purpose, [storage location, current time], [current recipients] 〉

that characterise the events permitted by the policy. A more detailed description requires
a precise description of policy encoding, so the details will be provided in the forthcoming
deliverable devoted to the policy language specification.

6.1.4 Relationships with existing vocabularies and policy languages

P3P [53]. Each of the MCM’s elements has a direct counterpart in P3P. Moreover, as
we have already mentioned, P3P provides vocabularies for data categories, purposes and
recipients, that may constitute a starting point for developing the ontologies for SPE-
CIAL’s usage policy language. These vocabularies have to be extended and structured
into more articulated taxonomies for SPECIAL’s needs. In particular, P3P does not
cover data categories for mobility nor data processing outputs and their anonymity.

ODRL [77]. Data categories can be modelled as ODRL’s assets, that may be described
with URIs pointing to RDF graphs formulated in terms of a suitable data ontology,
that is currently beyond the scope of ODRL. The closest match for MCM’s Processing
element is ODRL’s Permission element, that may contain actions that partially address

23P. A. Bonatti, Fast Compliance Checking in an OWL2 Fragment, Proc. of the Int. Joint Conf. on
Artificial intelligence (IJCAI), 2018.
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the needs of usage policies (e.g. sell, lend, give, lease that cover asset/data transfers,
move, duplicate, delete, backup that have to do with storage handling, and the limited
list of elaborations modify, excerpt, annotate, aggregate). In its Constraint element
ODRL supports the description of actors (by indicating individual and groups) that
may play the role of MCM’s Recipients. Constraints can also encode temporal intervals,
storage locations, and purposes. The details of the specification of actors, locations,
and purposes are beyond the scope of ODRL. ODRL provides an element to express
obligations.

KAoS [154]. This language is based on description logics, and in particular OWL1. The
main drawback of KAoS is that it makes also use of operators called role-value maps
[122] that make complete reasoning undecidable [17, Chap. 5]. Moreover, OWL1 did
not support datatype restrictions, so temporal intervals could not be properly modelled.
KAoS does not specify ontologies for data categories, purposes, locations, and recipients.
Moreover, no complexity and scalability analyses are available. Consequently, encoding
the MCM in OWL2 (with an eye to complexity and scalability) may be regarded as a
modern evolution of KAoS’ approach.

Rei [95]. Rei adopts a combination of description logics and rules. This approach
increases the expressiveness of the policy language, and using the description logic frag-
ment of Rei it is not difficult to encode the elements of the MCM. Unfortunately, the
additional expressiveness provided by rules makes some relevant reasoning tasks unde-
cidable (e.g. policy comparison, cf. the section on reasoning tasks below). Like KAoS,
Rei does not provide any specific ontologies or vocabularies for the elements of the MCM
(however, it would be straightforward to integrate any such ontologies in Rei).

Protune [41]. This is a rule-based language, so it is affected by the aforementioned
undecidability of some reasoning tasks. Being a trust negotiation language by design, it
does not specifically model the ontologies needed to express MCM’s elements. It seems
not difficult, however, to model such ontologies with rules. The advanced explanation
facility of Protune could turn out to be useful to document policies and automate the
generation of dynamic consent requests.

Conclusions.The MCM lies in the intersection of several existing languages, such as
P3P, ODRL, KAoS, Rei, and Protune, so in principle any of these languages could
be used to encode SPECIAL’s usage policies, after the necessary auxiliary ontologies
have been integrated. Still, there are other relevant considerations that suggest to
define SPECIAL’s usage policy language around the more recent standard OWL2, and
select language constructs carefully in order to achieve an optimal tradeoff between
expressiveness and computational complexity. These issue are discussed below, in the
paragraphs devoted to language analysis.

6.1.5 Reasoning tasks for usage policies

Access control policies are traditionally enforced by submitting all requested operations
to a component called security monitor, that evaluates the policy and decides whether
the given operation is permitted. Thus, the traditional reasoning task on policies boils
down to a boolean (yes/no) query over operations and requesters (and possibly context
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dependent conditions as well). Such boolean queries are not necessarily implemented by
deploying and calling a security monitor; a popular alternative consists in modifying the
requested operation so as to enforce directly the policy. For example, a database query
may be rewritten so as to filter out the information that the requester is not allowed to
see. In some cases query modification may turn out to be more efficient than security
monitors.

Usage policies are more complex and their enforcement may involve proactive actions
(such as data deletions), obligations and more. In order to assist data subjects in
keeping control on their data, the preferences of data subjects (which are usage policies
themselves) may have to be compared with the usage policy contained in a consent
request. Furthermore, in SPECIAL’s scenarios, the main players (subjects, controllers,
processors, and officers) should be able to retrieve the policy associated to a given
piece of data, and (conversely) collect the data that are subject to a given usage policy.
Last but not least, it is important to check policy correctness and provide rich policy
documentation. All these requirements lead to a richer set of reasoning tasks (or queries)
on policies, discussed below.

Permission checking. This is the traditional kind of queries submitted to security mon-
itors. In informal terms, this reasoning task answers the questions can X do Y? In
SPECIAL, this category of queries may occur in different places:

• the business logic of data controllers, where actions may be checked for compliance
with the applicable policies before execution;

• audit controls, where the actions recorded in transparency logs are checked for
compliance with the applicable policies;

• documentation facilities, that an actor may use to predict whether a possible future
action would be allowed by a policy.

Currently it is not clear in which of these different contexts a rewriting approach could
be more efficient than a monitor-based approach. This issue requires further research.

Policy scope. This reasoning task consists in retrieving all the data that have been
collected subject to the policy specified in a previously approved consent request. This
may be interesting for a data subject, a data controller, or a data officer who wants to
know which of the data encoded in a system can be used according to that policy.

According to the MCM, querying for policy scope requires retrieving all the instances
of the class specified in the Data element (which is a term in the ontology of data). If
the request is made by a data subject, the answer shall be restricted to her own data.
Such instance retrieval, however, does not always suffice to answer policy scope queries,
since subsequent modifications of consent may affect the result (data released after the
new consent are subject to a different policy, in general).

An interesting generalization of this task takes as input any usage policy (not nec-
essarily one previously approved with a consent agreement), and looks for all data that
can be used as specified by that policy. In this case the applicable consent declarations
shall be compared with the given policy to see if the permissions specified by the latter
are allowed by the former. Policy comparison is discussed further on.
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Policy consistency checking. This reasoning task is aimed at policy verification. Consis-
tency checks may be either internal or global, in the following sense:

• A single policy is (internally) inconsistent if any of its elements is inconsistent. For
example, the time interval might be empty (the end point precedes the starting
point), the class denoting collected data might be the empty class, and so on
(see [148] for examples of internally inconsistent P3P specifications). Checking for
this kind of inconsistencies helps in detecting errors in the formulation of consent
requests.

• A set of policies, possibly applied by different data controllers, is (globally) in-
consistent if the policies in the set specify conflicting directives. This kind of
consistency checks may help a data subject in detecting personal data that are
not equally protected by different data controllers, due to incoherent consent to
information usage. Note that global consistency checks address this need only
partially; if the policy applied by a data controller is weaker than (although not
inconsistent with) the policy applied by another data controller, then data are
less protected by the former controller although no inconsistency can be detected.
This scenario is addressed by policy comparison (see below).

Policy comparison. This reasoning task is aimed at finding the mutual logical relation-
ships between different policies, such as:

• are two policies equivalent?

• does a policy P1 imply a policy P2? (i.e. is P1 stronger than P2)

• are P1 and P2 mutually inconsistent?

Similar comparisons may be applied to sets of policies. There are different reasons for
such comparisons. Frequently they are associated to improving data subjects’ control
on their own data, nonetheless policy comparison may be interesting for data controllers
as well. Here is an incomplete list of possible applications of query comparison:

• understanding whether a new consent request, if approved, would strengthen or
weaken the previous usage policy; (this may help data subjects in evaluating new
consent requests, and may help data controllers in evaluating the correctness of
policy modifications);

• understanding whether a novel usage of data is already allowed by previous consent
(in that case the data controller needs not to contact the data subject again);

• verifying whether some personal information is protected to different degrees by
different data controllers, thereby opening the way to undesired leakage through
analogues of record linkage; (see also policy consistency checking)

• finding which data can be used in a specified way (cf. the generalized policy scope
queries illustrated above);

• determining whether a consent request fits the privacy preferences of a data sub-
ject.
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Policy explanation (documentation). Illustrating the usage policy proposed by a consent
request in a dynamic, interactive way, in order to tailor the presentation to the data
subject’s personal interests and concerns, amounts to answer queries such as “which
personal information would be collected?”, “who could see my data?”, “could anyone
see my birth date?” and so on. Such queries, that we will call documentation queries,
are more general than permission checking, since they do not completely specify the
operation, the actor that executes (or may execute) the operation, and the context.
Technically speaking, answering these queries amounts to inferring particular kinds of
implications.

Another category of queries aims at explaining policy behavior ex post. For instance
a data subject may ask “How could company X get my address? Why can X use it
to send me advertisement?”. This kind of query is the policy analogue of inference
explanations and of the computation of justifications.

Policy retrieval. This is the complement of the policy scope query illustrated before. It
consists in retrieving the policy that applies to a given piece of data. Policy retrieval
may be generalized by returning the policies that applied to the specified data at a
given point in time. Policy retrieval is an auxiliary task needed in some of the above
policy-related queries, for example:

• it is needed for all forms of permission checking, that obviously depend on the
applicable policy;

• it is needed to retrieve the previous policy when it has to be compared with a new
consent request (cf. policy comparison).

• policy retrieval can be regarded as a form of documentation to answer queries
such as “how can XYZ Ltd. currently use my data?” and “how can our company
currently use Mr. Smith’s data?”

The association of data with the applicable policies can be encoded and implemented in
different ways and the most appropriate choice clearly depends on a number of domain-
dependent factors such as the granularity of data, the implementation of business logic,
and any constraints originating from legacy systems and standards. Consequently, policy
retrieval cannot be handled by SPECIAL’s components; its implementation should be
part of the SPECIAL-isation of preexisting systems. A suitable API is advocated for
interfacing the above reasoning tasks with the policy retrieval facility.

6.1.6 Policy language analysis

In this section we evaluate the different policy language options with respect to seman-
tics, expressiveness and complexity.

Semantics. A clean declarative semantics is one of the standard desiderata for policy
languages. A mathematical account of policy meaning is needed at least (i) as a solid
correctness criterion for the implementation of all reasoning tasks, ensuring the mutual
coherence of related tasks; (ii) as an unambiguous reference point for all parties, that
should interpret a same policy in the same way (which is particularly important as sticky
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policies are passed along with the data); (iii) as a means for proving formal safety and
confidentiality properties of policies.

We have already pointed out that the advocated encoding in RDFS/OWL2 enjoys a
natural model-theoretic semantics. A limitation of P3P is that – as a standard – it has
not been given any logical semantics. In the technical literature, one can find a non-
logical semantics based on three relational tables [165]), and an encoding in description
logics [148] (compatible with the encoding of the MCM in OWL2). Only a fragment
of ODRL has been given a formal semantics [24]. KAoS and Protune, respectively, in-
herit the formal semantics of description logics (DL) and rules. Rei, which supports
a combination of DL and rules, should specify which of the several alternative formal
frameworks for integrating the two families of logics should be applied. Unfortunately,
the available papers do not delve into such details, that would be important since com-
plexity and decidability considerations require suitable syntactic restrictions in each of
those frameworks; consequently, it is not clear which rule formats are actually allowed.

Expressiveness (and extensibility). We have already mentioned that P3P’s vocabularies
are specifically oriented to privacy and data protection concepts by design, while ODRL
was designed with digital rights and licensing in mind. Therefore we should expect P3P
to provide particularly good matches to the concepts occurring in SPECIAL’s use cases.
However, instead of illustrating the pros and cons of the vocabularies natively supported
by these two policy languages, here we note simply that P3P and ODRL have exten-
sions mechanisms that can be leveraged to bridge the (potential) gaps in their auxiliary
ontologies. For example, P3P’s <EXTENSION> tag can be inserted virtually everywhere,
and in particular it can be exploited to add new data categories, purposes, etc. Conse-
quently, one should not expect to run easily into unresolvable expressiveness issues. Of
course, constructs such as the <EXTENSION> tag have basically no semantics, since they
must provide a fully generic hook to all sorts of extensions. Similar considerations hold
for ODRL, whose core vocabulary can be extended by defining suitable profiles.24

Logical policy languages (based on DL and/or logical rules) can easily represent
P3P’s and ODRL’s vocabularies and, moreover, have several advantages in terms of ex-
tensibility. Extensions can be defined axiomatically within the language, and axiomatic
definitions give a formal semantics to the corresponding extensions, that can thus be
“understood” and processed by inference engines without any ad-hoc integration of the
implementation. Axioms can also encode mutual incompatibilities between different
terms, thereby enabling sound internal inconsistency checking.

Reasoning about policies in different languages. When the policy language is formalized
with description logics (DL for short), permission checking is related to instance check-
ing, and policy comparison to subsumption checking (i.e. checking whether a class C1 is
contained in class C2). Consistency checking can be reduced to subsumption checking
(by verifying whether the given class is contained in the empty class). The computation
of justifications has at least the same complexity as subsumption checking (complexity
may increase if all minimal justifications are to be computed). In OWL2, instance check-
ing, subsumption checking, and consistency checking are complete for 2-NEXP or its
complement. However, if the policies and their auxiliary ontologies for data, purposes,

24http://w3c.github.io/poe/model/#profile
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etc. fit within any of the OWL2 profiles (such as OWL2 EL), all of these inferences are
tractable. For KAoS (that uses operators not supported by OWL2) complete inference
is undecidable, in general, due to role-value maps.

In Datalog-based rule languages, permission checking and consistency checking can
be mapped on logic program answer computation and the computation of canonical
models. These inferences can be computed in polynomial time for any fixed policy (data
complexity), while over arbitrary policies all these reasoning tasks are EXP-complete
(program and combined complexity) [54]. The computation of justifications can be im-
plemented with so-called abduction procedures, that may take exponential time in the
worst case, since they may have to produce exponentially many minimal justifications.
Policy comparisons such as does P1 imply P2? are equivalent to Datalog query com-
parisons that in general are undecidable. The same drawback is inherited by hybrid
languages, such as Rei. Moreover, in many examples, Rei makes use of function sym-
bols. Such examples are not Datalog and decidability is not guaranteed (the policy
becomes like an arbitrary piece of code).

The above discussion suggests that DL languages are preferable whenever the char-
acteristic expressive capabilities of rule languages are not needed. As of today, they do
not seem necessary for SPECIAL’s purposes, therefore DL appear particularly appeal-
ing. Anyway it should be noted that a nontrivial range of policies can be encoded both
as DL classes and as Datalog programs.

6.2 Regulation Policies

One of SPECIAL’s research goals consists in investigating if, how, and to what extent
regulations such as the GDPR can be formalized and automatically processed in a way
that addresses the needs of SPECIAL’s use cases.

The nature of the regulations such as the GDPR is quite different from that of the
usage policies dealt with in the previous section. Many articles are about general princi-
ples, that are only very loosely and indirectly related to implementations. Other articles
are expressed with subjective terms, or terms that admit different interpretations. These
features clearly hinder any attempt at fully automated compliance checking.

Still a formalization of the GDPR may enable the development of tools that assist
data controllers and processors in checking the compliance of their procedures with
respect to the regulation.

In this section we discuss the main available approaches at formalizing vague knowl-
edge that may be used to turn the GDPR into a partially machine-processable policy.25
We also address the issues raised by the standard structuring of laws, that heavily ex-
ploits exceptions to general norms – a presentation style that cannot be directly handled
by the RDFS and OWL2 standards. f

6.2.1 Scope of GDPR formalization

Not every aspect of the GDPR is relevant to SPECIAL. For example, the parts related
to what member states shall or may do to refine the European regulation and set up
supervisory bodies are not in the focus of SPECIAL’s goals. Similarly, the goals of

25Here we are not criticizing the GDPR for being vague. The term vague here is used in its technical
(logical) acceptation, related to the difficulty of assigning a truth value to some propositions.
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the GDPR (cf. Article 1) need not be formalized, as well as any non-normative meta-
information about the GDPR itself. Given SPECIAL’s focus on the management of
informed consent, we will further focus formalization efforts on the norms related to
consent, since an extensive formalization covering also the other normative aspects of
the GDPR is a major task that would span well beyond the end of the project.

Unfortunately at this stage it is not easy to isolate a small set of relevant articles, due
to the abundance of cross references that make the GDPR an almost strongly connected
graph[161].

6.2.2 Sources of ambiguous, conflicting, and subjective expressions

The legal language sometimes leaves space to different interpretations. We refer to such
parts of the regulation as vague, as customary in knowledge representation’s jargon.
Some ambiguity is also inherent in the use of natural language. Since the GDPR is not
yet in force, no additional regulations, deliberations, and interpretations are available
to disambiguate the “gray areas” of the regulation (with the exception of the recitals
associated to the GDPR)26. So any attempt at formalizing the GDPR must deal with
some sort of vagueness and uncertainty in the interpretation of the regulation.

Some articles involve conditions whose assessment is subjective, in the absence of
additional clarifications with binding legal value. For example, Art. 7 states that “the
request for consent shall be presented in a manner which is clearly distinguishable from
the other matters, in an intelligible and easily accessible form, using clear and plain lan-
guage”. None of the underlined part can be assessed objectively based solely on natural
language meaning.

Further sources of ambiguities result from the need of addressing conflicting require-
ments. For example, recital (63) recalls that “A data subject should have the right of
access to personal data [...] concerning him or her [...] in order to be aware of, and
verify, the lawfulness of the processing.” But at the same time “That right should not
adversely affect the rights or freedoms of others, including trade secrets [...]”. These op-
posite requirements raise a question: Should data controllers be obliged to reveal which
third parties collected data are transferred to? On the one hand, this information is
essential in order to control how the information is being treated; on the other hand, it
may reveal trade secrets such as the controller’s business relationships. The regulation
does not specify which of the two requirements should prevail, and it may well turn out
that the conflict should be resolved differently in different cases.

6.2.3 Logical modelling (axiomatization)

Logical modelling involves choosing a representation language, which involves both syn-
tactic and semantic choices. In this section we focus on the former and deal with the
latter in the next section.

A partial analysis of the GDPR focused on articles 7–17, most directly connected to
informed consent and the rights of data subjects, has shown the need for three kinds of
axioms that here we call obligations, constraints, and definitions. We briefly illustrate
them in the following.

26Existing judgments concerning the directive and/or existing national legislation may have a role to
play in terms of disambiguating the “gray areas” of the regulation.
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Obligations. These are the statements that describe what data controllers shall do in
order to comply with the regulation. An example of obligation, taken from Art. 7 is: “the
controller shall be able to demonstrate that the data subject has consented to processing
of his or her personal data”. Deontic logics have been specifically designed to express
and reason about obligations and related concepts. Obligation statements may occur
within compound statements. For instance, Art. 7 states that the above obligation
applies when “processing is based on consent”, so the obligation is the consequent of
an implication whose antecedent formalises the condition that processing is based on
consent.

Constraints. By “constraint”, we mean a logical formula used to restrict or qualify
another statement (e.g. an obligation). For instance, by Art. 7, if the consent request
occurs in a document that concerns also other matters and the request is not “suitably
formulated” – i.e. it does not meet the distinguishability, intelligibility, accessibility, and
clarity requirements reported in the previous section – then consent is not legally binding.
The above if-then statement is rendered in logic by means of an implication whose
consequence is a property of (i.e. qualifies) a consent declaration. Another example of
constraint that legally binding consent must satisfy is that it must be “freely given”
(Art. 7 point 4).

Definitions. The purpose of definitions is defining predicates that succinctly represent
complex conditions (i.e. abbreviations). A first example of the usefulness of definitions
can be found in the previous paragraph: it is way more readable to define separately what
“suitably formulated” means and use this predicate as an atomic expression within the
implication that encodes the constraint. This is especially useful if a same abbreviations
is used repeatedly in different parts of the regulation.

Definitions are also useful in dealing with the frequent cross-references between ar-
ticles. Consider Art. 12(1), for example. It obliges data controllers to “provide any
information referred to in Articles 13 and 14 and any communication under Articles 15
to 22 and 34 relating to processing [...]”. Similar conditions occur in points 2 and 3. It
is clearly convenient to introduce an abbreviation for all these information categories;
replications lead to longer, less readable and more expensive axiomatisations, increase
the probability of errors, and make corrections more expensive and error-prone.

Definitions are typically axiomatised with logical equivalences; for instance, the pred-
icate “suitably formulated” would be equivalent to the conditions “distinguishable and
intelligible and accessible and clear”.

6.2.4 Possible semantics

There are different ways of formalizing vague and subjective predicates at the semantic
level. Identifying the best approach requires further research, so in this deliverable we
simply recall the main approaches.

Classical/crisp/2-valued semantics. Under classical model-theoretic semantics, a predi-
cate p with no clear truth value is true in some models of the axioms and false in others,
so the axioms imply neither p not ¬p. From a philosophical perspective, this presup-
poses a (possibly unkown) “real world” where the truth value of p is clearly specified.
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While this seems to be incompatible with subjective information (where there is no
agreement on the truth of some sentences), the 2-valued approach is compatible with a
“legal” viewpoint: court decisions define a “legal truth” by establishing whether – say –
a particular consent request is actually formulated in clear and plain language or not.

Modal logics. Modal logics introject the above idea within the language. Models –
very roughly speaking – are sets of possible worlds (that are classical interpretations).
A predicate p is necessarily true/false if p is true/false across all possible worlds; p is
possibly true/false if p is true/false in at least one possible world. A vague or subjective
condition would be modelled by a predicate whose truth and falsity are both possible.
Note that deontic logics (those that model obligations) are a particular kind of modal
logics.

Three-valued and fuzzy semantics. These semantics assign more than 2 values to logical
statements. The goal is modelling the cases in which it is impossible to establish whether
a proposition is true or false (e.g. subjective statements). In 3-valued semantics the truth
values are true, false and undefined (sometimes represented as 1, 0 and 0.5), while in
fuzzy logic there are infinitely many intermediate truth values between false and true,
represented by the real interval [0,1]. It may even be possible to give a predicate a
specific truth value between 0 and 1, however there is no guidance to the choice of such
numbers, and the results may be very confusing.

Argumentation semantics. It is based on logical derivations, as opposed to models. Ar-
gumentation semantics is analogous to a kind of legal reasoning: it starts by constructing
arguments to support p and ¬p; then more arguments are constructed to attack the as-
sumptions on which the arguments for p and ¬p are founded, and so on. Eventually, p
is concluded only if some argument in favour of p “survives” the attacks, while all the
arguments supporting ¬p are successfully attacked.

6.2.5 Compliance checking (reasoning)

No matter which semantics is adopted, the formalized GDPR can only be used to com-
pute conditional statements such as “if condition X holds then the GDPR is satisfied”,
or “compliance implies that conditions X, Y, Z, ... must hold”. The actual verification
of conditions X, Y, Z etc. cannot be automated because:

1. The GDPR poses general conditions on business processes, e.g. “The controller
shall facilitate the exercise of data subject rights” (Art. 12(2)). This means –
among other things – that there must be a way for the data subject to ask for
rectification and deletion of her personal information. This could be done through
manual processes, fully automated processes, or intermediate solutions. In prac-
tice, no fully automated system can verify whether such a process is in place (the
compliance checker would need as an input an impractically detailed and complex
description of the business processes of the whole organization). So the require-
ments for a semi-automatic compliance checker are weaker: With reference to the
above example, a formal specification of the GDPR should be able to infer that –
in order to be compliant with Art. 12(2) – there must be a process for rectifying
personal information and one for deleting it.
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2. Subjective and vague conditions cannot be assessed automatically. Again, a rea-
sonable requirement is that the formalized GDPR should be able to infer the
subjective conditions that need to be met (e.g. the formalization should entail
that consent requests – if any – should be “suitably formulated”).

The inferences derivable from the formalized GDPR are context-dependent, e.g. data
collection may be justified by other laws (cf. storage obligations applying to telephone
and mobility data) so that no consent request is needed in some case (and the related
subjective properties need not be verified). More generally, the mutual logical depen-
dencies between different conditions make reasoning on the GDPR more dynamic and
useful than a static checklist of conditions for compliance.

The inferences that an automated tool can be reasonably expected to produce call for
human intervention, in order to carry out a (reasonably) complete compliance verifica-
tion. Only humans with suitable knowledge of the organization can assess the existence
of the processes required by the GDPR, and only humans with legal competence can as-
sess, in general, whether consent requests and business processes satisfy the subjectively
or vaguely formulated constraints imposed by the regulation.

Thus the compliance checking procedure we envision exploits the internal logical
dependencies of the regulation to derive minimal, context dependent sets of conditions
to be verified; the assessment of those conditions is under the responsibility of human
actors, that are in charge of providing evidence and possibly non repudiable declarations
that the required conditions are met. The overall procedure has some analogies with
trust management systems; see [41] for a brief, informal description of how a reasoning
procedure called abduction can be used to identify the evidence to be provided and check
whether the available, non repudiable evidence is sufficient to prove compliance (in the
context of attribute-based access control).

6.2.6 Handling exceptions and overriding

Several articles in the GDPR involve what is known as nonmonotonic reasoning, that
is, inferences based on the lack of evidence (as opposed to the availability of knowledge
and information such as axioms and evidence). In nonmonotonic logics conclusions may
be withdrawn when additional information and norms become available. This allows to
express and deal with exceptions to general rules in a very natural way. The need for
this kind of reasoning is motivated below.

Legislators extensively resort to exceptions in order to refine general directives. In the
GDPR we can find many occurrences of this formulation style. Here is a non-exhaustive
but representative list of examples:

1. (Art. 9(2)) “Paragraph 1 shall not apply if one of the following applies: [...]”

2. (Art. 12(2) “the controller shall not refuse to act [...] unless the controller demon-
strates that [...]”

3. (Art. 12(3) “the information shall be provided by electronic means where possible,
unless otherwise requested by the data subject”

4. (Art. 19) “The controller shall communicate any rectification or erasure of personal
data [...] unless this proves impossible or involves disproportionate effort”
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5. (Art. 21(1)) “The controller shall no longer process the personal data unless the
controller demonstrates compelling legitimate grounds for the processing which
override the interests, rights and freedoms of the data subject or for the estab-
lishment, exercise or defence of legal claims”

6. (Art. 22(4)) “Decisions referred to in paragraph 2 shall not be based on special
categories of personal data referred to in Article 9(1), unless point (a) or (g) of
Article 9(2) applies [...]”

7. (Art. 34(3)) “The communication to the data subject referred to in paragraph 1
shall not be required if any of the following conditions are met: [...]”

Furthermore, there are conditions based on the absence of information (akin to a kind
of nonmonotonic reasoning known as negation as failure):

7. (Art. 49(1)) “In the absence of an adequacy decision pursuant to Article 45(3), or
of appropriate safeguards pursuant to Article 46, [...] a transfer [...] of personal
data to a third country or an international organisation shall take place only on
one of the following conditions: [...]

Last but not least, the conflicts between different requirements (cf. the section Sources of
ambiguous, conflicting, and subjective expressions) boil down to having one requirement
override the other (thus introducing an exception to the latter).

The formulation style based on exceptions and overriding has some practical ad-
vantages, e.g. it supports incremental and modular specifications and updates to the
regulation.

Of course, this approach requires the adoption of a nonmonotonic logic. Rule-based
languages frequently support nonmonotonic constructs such as negation as failure (see
[6], for a recent example). RDFS and OWL2 are monotonic (i.e. they cannot express
exceptions nor overriding) but numerous nonmonotonic extensions has been proposed
in the last decades. Unfortunately, in most cases the complexity of nonmonotonic rea-
soning is significantly more complex than reasoning in the underlying, monotonic De-
scription Logics. For instance, extensions based on Circumscription or the typicality
operator make entailment reasoning EXPTIME hard also in the case of OWL2 EL
[42, 73]. Moreover, classical approaches such as Circumscription, Autoepistemic Logic,
and Default Logic can be unsatisfactory also from a design perspective since, roughly
speaking, they tend to repair conflicting overriding rules which instead should be treated
as knowledge representation errors.

For this reasons, a new approach, DLN , has been recently proposed which preserves
the tractability of low-complexity Description Logics and generates inconsistent concepts
in case of conflicting overriding rules (see [40, 43] for an extensive comparison with
competing approaches). Although DLN seems to be the most promising proposal, the
choice of an appropriate nonmonotonic logic, in formalizing the GDPR, requires further
research and lies beyond the scope of this deliverable.

6.3 Policy synthesis for derived data

One of the policy-related computational tasks of interest for SPECIAL’s industrial part-
ners is the automated identification of the policies to be associated to derived data, that
is, the data resulting from the processing of personal data.
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The initial idea was using policy templates (i.e. parameterized policies), from which
the policies applying to derived data would be obtained by instantiating the template’s
parameters with the derived dataset and its metadata.27 Templates (a.k.a. parametric
polymorphism) are now being replaced with a different approach based on inclusion
polymorphism, that is, subclasses.

Recall that policy are specified as classes, and authorize all the data usage actions
that are instances of the policy (D2.1, Sec. 1). This naturally allows a single consent pol-
icy to cover the range of all (similar) data uses that can be formalized as subclasses of the
consent policy. For example, a single consent policy authorizing pseudonymized mobility
habits to be analyzed for the purpose of planning public services and infrastructures,28
naturally covers – as subclasses – a set of similar data uses such as

• anonymized location mining for infrastructure planning,

• pseudonymized location mining for public office placement,

and so on. The variety of derived data (resulting from different location analysis algo-
rithms tailored to different specific purposes) are all covered by the super-policy, that
includes the more specific, ad hoc uses such as those exemplified in the above bullet list.

Note that this is a natural way of dealing with data re-purposing, subject to the
limitations of the GDPR, Art. 6, point 4, and recital (50). A consent policy allows the
data controller to change the specific purpose of processing as long as it belongs to the
purpose class specified in the policy. This formalizes the requirement that there must
be a clear link, or similarity, between the new purpose and the one for which data had
initially been collected (as they must belong to the same class).

We conclude this paragraph with a technical remark on the two forms of poly-
morphism discussed here. Parametric polymorphism (templates) – in the context of
programming languages – has the advantage of allowing static type checking, while the
advantage of inclusion polymorphism (subclassing) is greater flexibility. In the con-
text of OWL-based policy languages (like SPECIAL’s), the advantages of parametric
polymorphism are less significant, since the behavior of all policies is decidable, hence
statically analyzable.

6.4 Policy synthesis as an authoring aid

The process of policy authoring might require additional aid in order to support users to
express semantically correct policies, which reflect their data privacy preferences. This
process of creating policies is complicated by the involvement of derived data, since it can
be difficult to comprehend how this data will be produced, which external information
sources will be queried for it, and what other information might be inferred from this
produced data. Allowing users to express restrictions for this kind of information requires
the expression of statements about data the controller is allowed to infer from certain

27A similar approach was followed in role based acccess control) (RBAC), by introducing role templates.
Roughly speaking, also in that case templates were used to define functions from entity descriptions to
authorization sets (i.e. policies).

28This example has been inspired by the first pilot of DT. The new pilot provides similar examples,
where the the planning of public services is replaced by the improvement of the quality of network
connections and mobile services.
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information and data sources that might be used for this. These statements can be
very complex to express precisely and correctly in natural language, so it is even more
difficult with a policy language.

To emphasize the need for additional guidance during the process of policy authoring,
we further take the users into consideration, who are supposed to express their privacy
preferences. Some users can be overwhelmed just by specifying rules that regulate who
is able to access their personal data and who is not. With derived data the complexity is
increased, since users are now supposed to determine who is able to produce which data
based on already disclosed data. Further restrictions with regard to the Big Data ap-
plication that processes the data in question are thinkable. However, these applications
are also complex itself. For all these reasons, It is clear that users need to be guided by
the user interface when creating policies. Therefore, reasonable limitations need to be
made, which are set by the user interface that is designed to author these usage policies.

The user interface also offers the review and modification of already created or
existing policies, thus the policy synthesis is important to look at. In particular, users
must be able to interpret the visualization of a policy and extract its semantic meaning.
This further includes the consequences and the impact of the policy in different scenarios.
Here, predefined policies and templates can aid users in the process of authoring. It is
conceivable that users simply select and use a policy template that is close to their
own privacy preferences and just adjust certain aspects of it. Descriptions of these
policy templates in natural language might be helpful to users in order to chose the
right template as basis. These descriptions could include information on the impact and
consequences in exemplary scenarios.

It would be helpful to investigate how users prioritize the different aspects of a policy.
Do they put emphasis on the storage location or duration, on involved third parties, the
purpose of processing, or on the data itself? Does this vary among different user groups?
Is this different from use case to use case? Is this dependent on the data and its context?
A user study to answer all these questions could be difficult to realize, however a set of
common privacy concerns and preferences can be helpful to define policy templates that
are useful to users.

A first set of alternative UIs has been designed in deliverable D4.1, to investigate
the effectiveness of different interaction/description approaches in achieving the above
goals. Deliverable D4.2 provides a first empirical assessment of those interfaces.

7 Privacy-preserving Data Mining
In this section we review the main privacy-preserving data mining methods introduced
in the literature. These methods are interesting in SPECIAL for the reasons illustrated
in the previous sections, e.g. data subjects may be encouraged to opt in for data anal-
ysis and the results of the analysis can be more easily shared (as it could happen, for
instance, in the new DT use case, where DT could carry out the analysis and transmit
the anonymized result to Motionlogic).

Keeping anonymity in the age of big data is a difficult task, due to the huge quantities
of information that are collected and analyzed at every moment, and can be linked
together. A concrete case is given by [124], where it is shown how anonymous data
could be enough to identify people, using a case study based on Netflix’s public data.
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The researchers show that information usually believed to be benign can be combined
with other data and used to discover private information. From these cases, it is easily
deducible that anonymity could not be enough anymore, making necessary appropriate
methods for managing information that can guarantee confidentiality and privacy.

This section aims at summarizing the current state-of-the-art in Privacy preserving
data analysis, focusing on clustering, a very common set of techniques used to select
and group together data that have similar characteristics. Clustering applications are
numerous, including, but not limited to market research and segmentation, consumer
opinions, sales analysis and so on. The most famous clustering algorithm is k-Means,
used in almost every area of data analysis, both in the academic and business fields.
Because of how it is built and implemented, the k-Means algorithm works and releases
data without any guarantee of privacy on the data used: even if the algorithm releases
only data that are the result of a processing, advanced algorithms and statistical in-
ference techniques could allow a potential attacker the reconstruction of the original
data [91], [119]. Already from this we can deduce the importance of an adequate use of
information not only during the data collection but also during their treatment.

This section is organized as follows:

• In Section 7.1, we briefly define the clustering problem and the k-Means algorithm;

• In the first part of Section 7.2, we illustrate the relationship between k-means and
privacy, together with the problems that this requirement may bring;

• In 7.2.1, we describe some of the classic approaches used in past years to resolve
privacy issue

• In Section 7.3, we talk about more recent approaches used today and which are
being studied to guarantee data privacy, e.g. differential privacy.

• In Chapter 7.4, a final discussion on these new privacy-preserving methods, show-
ing some results in literature.

7.1 k-Means Clustering

k-Means [110] is probably the most known among the flat clustering
algorithms [112], aiming at creating a partition of a set composed by n objects into
k sets. In particular, given a set D = {x1, x2, . . . , xn} of points in a d-dimension space,
we want to find a D partition of k sets {ω1, ω2, . . . , ωk} (clusters) such that the Residual
Sum of Squares (RSS) defined by:

RSS = 1
N

k∑
j=1

∑
xl∈ωj

‖xl − µj‖2 (1)

is minimum.
The partition is generated by an iterative algorithm of progressive adjustments; a

first set of k seeds µ1, µ2, . . . , µk is chosen among the points in D; every remaining point
in D is then associated to the closer seed using some metric distance defined in the point
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space (e.g. Euclidean distance). A first clustering is then obtained, and the centroid is
then computed for every cluster:

µj ←
1
|ωj |

∑
xl∈ωj

xl (2)

Two steps can then be distinguished, the former where each point is re-assigned to the
closest centroid and the latter where the centroids are recomputed. These two steps
are then repeated in an iterative manner until convergence or another stop criteria (e.g.
fixed repetition number). The algorithm is summarized in Algorithm 1.function and has
several local minima; therefore, although the algorithm convergence is guaranteed when
the Euclidean distance is adopted, it can converge to any of the local minima. From
this point of view, the choice of the initial seeds is crucial for the final solution. On the
other hand, different seeds sets can result in different clustering solutions. One of the
most known k-Means version was proposed by Lloyd [107].

k-Means clustering is used in many real-life applications, including statistical analysis
on consumers, biological research, etc., that in many cases use very large datasets with
millions of points.

Algorithm 1 k-Means
random choice of o1, o2, . . . , ok centroids;
while there are changes in some centroid: do

for all xi do:
compute distance between xi and every centroid o1, . . . , ok
assign xi point to the cluster with closer centroid;

end for
for all cluster Oj do:

update centroid oj ←

∑
xl∈Oj

xl

|Oj |
end for

end while
return computed assignments and centroids

7.2 k-Means and privacy

Privacy requirement must be enforced whenever k-Means is applied to a database con-
taining sensible data. Data subjects can choose to keep them hidden, but there could
be situations where other entities (parties), possibly also other data subjects, want to
share cluster analysis. The purpose is then to avoid access to private data to any other
party during algorithm execution.

Different approaches can be devised depending on the type of privacy we want to
attain:

General : we want to obtain a database from which an attacker can not infer the
original data. In this case, dataset perturbation approaches are usually considered:
data controllers make a noisy dataset version adding noise to the original dataset.
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Noisy data can be viewed from every other parties, so that every single party can
collect the whole dataset and then perform the clustering process.
As a special case we also consider Secure Multi-Party Computation (SMC): a given
number of participants obtain the result of a function by collaborating in the use
of data, but without sharing data in their specific possession.

Differential Privacy : we want to obtain similar responses with or without the data
regarding a single case.

The following sections consider in detail each one of these cases, together with the
main applicable approaches.

7.2.1 Traditional approaches

When we are considering the general case in which we aim to hide sensibile data from
users, clustering using approaches based on dataset transformation are usually applied.
Such transformations can be either deterministic or random. In the former case, a
matrix T ∈ <N×M , where N is the number of points and M the size of each vector, is
multiplied to the input data matrix: Y ′ = Y · T . A projection technique which belongs
to this class of approaches is PCA. Although it has been shown in [74] that it gives the
best performance, PCA is impracticable for computational reasons when the dataset
dimensionality is large. A cheaper projection method is presented in [31], but it is less
accurate with respect to PCA.

When the perturbation is random, on the other hand, dataset perturbation ap-
proaches can be divided in two different categories depending on the type of introduced
perturbation:

Additive Data Perturbation (ADP) methods : a random variable ε with a given
probability distribution (e.g. Uniform, Normal, etc.) with expected value 0 and
given variance is added to data Y resulting in Y ′ = Y + ε; it should be noted that
additive perturbation does not preserve the distance between points and this can
have a negative effect on clustering.

Multiplicative Data Perturbation (MDP) methods : the data perturbation are
obtained by multiplying the input data Y with a random variable ε sampled from a
given probability distribution with expected value equal to 1, obtaining Y ′ = Y · ε.

7.2.2 Secure Multi-Party Computation

As discussed above, Secure Multi-Party Computation (SMC) refers to a situation in
which each party wants to maintain his/her data hidden from the others, but all of
them want to share the clustering solution. As it can be expected, the main drawback
of the approaches trying to solve this problem is the high communication overhead:
parties need to continuously exchange messages between each others, and this could
represent a problem in real settings.

Among all possible approaches dealing with this setting, we briefly describe Dis-
tributed k-Means, which is also necessary to the Privacy-Preserving k-Means algorithm
described
in [91].
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Distributed k-Means

The Distributed k-Means algorithm aims at giving a solution to the following problem.
Two parties A and B want to make a partition in k clusters {ω1, ω2, . . . , ωk} of the join
of their data. A owns the points {x1, x2, . . . , xz} and B the points {xz+1, xz+2, . . . , xn}.
A and B want to cluster the points without disclosing their own data to the other. Let’s
assume that there is a Trusted Third Party (TTP) that can be involved in the process.
A and B can make a first clustering iteration of their data; we will call {ωA1 , ωA2 , . . . , ωAk }
the clusters computed by A, and with {ωB1 , ωB2 , . . . , ωBk } the results from B. For every
cluster, A and B send to TTP:

• the sum of all points in every cluster, i.e. spj = ∑
x∈ωPj

x with p ∈ {A,B}

• total number of elements in every cluster, i.e. |ωPj | with p ∈ {A,B}

with these data, TTP can compute the centroids for every cluster µj = sAj +sBj
|ωAj |+|ω

B
j |

which
will be sent to A and B; A and B can use these data in the following clustering iteration.

The main problem with Distributed k-Means is that it assumes a TTP which needs
to know sensible data.

Privacy Preserving (PP) k-Means

The problem described above is usually known as Weighted Average Problem (WAP)
and can be formalized as follows: there are two parties A and B; A owns c pairs (x, n)
with x ∈ R and n ∈ N+; similarly, B is associated to an anlogous pair (y,m). We need
a protocol to compute

((x, n), (y,m))→
(
x+ y

n+m
,
x+ y

n+m

)
(3)

preserving privacy. With this notation we want to emphasize that A and B give (x, n)
and (y,m) respectively and both receive x+y

n+m ,
x+y
n+m .

There is a weak version of the same problem where both parties know n and m; this
version is not taken into account because less interesting for us.

The literature offers many solutions to the WAP problem, for example [111] or [91]
in which WAP problem is seen as an instance of Private Rational Polynomial Evaluation
(PRPE) Problem, which can be stated as:

Let F a finite field; A owns two polynomials P and Q with coefficients in F . B owns
two points α and β in F . Both parties want to compute P (α)

Q(β) ; so, we want to compute
the following function:

((P,Q), (α, β))→
(
P (α)
Q(β) ,

P (α)
Q(β)

)
(4)

preserving privacy.
PRPE problem can be resolved with through another problem known as Oblivious

Polynomial Evaluation (OPE), which can be stated as:
A has a polynomial P of degree d over the finite field F , while B has an element

γ ∈ F . We want a private protocol such that B receives just P (γ) and A nothing.
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Algorithm 2 [123] protocol for OPE
A computes a random polynomial T with degree r = sd (with s parameter) such that
T (0) = 0;
A compute another polynomial G(x, y) = T (x) + P (y) such that G(0, y) = P (y);
B computes a random polynomial with degree s such that S(0) = γ. B can com-
pute P (y) interpolating R(x) = G(x, S(x)) (it should be noted that G(0, S(0)) =
P (S(0)) = P (γ));
B learns r + 1 pair (xi, R(xi)) ∀ 1 ≤ i ≤ r + 1;
B interpolates R(0) = P (γ) using values computed in the previous step;

In [123] a protocol to resolve OPE problem is described, that we briefly summarize
in algorithm 2.

The main issue of the algorithm described above is when it requires A and B to
communicate with each other.

In [123] a secure method to do the transaction described in Algorithm 3 is described.

Algorithm 3 [123] transaction method
B chooses a point form a set C of m(r + 1) (with m parameter) random points over
F all different from zero;
B chooses a random subset T ⊂ C of d+ 1 points. for every point xi ∈ C is defined:

yi =
{
S(xi) if xi ∈ T
random value otherwise

B sends to A the set of pairs {(xi, yi)}∀m(r+1)
i=1 ;

A sends to B all values G(xi, yi);
B uses from all G(·) values received A only these that have xi ∈ T to computer R;

Other methods and informations can be found in [123].
In [91] it is shown a privacy preserving solution for PRPE problem using OPE as an

oracle. This is briefly described in Algorithm 4.

Algorithm 4 [91] PRPE solution
A choices a random point from z ∈ F ;
A computes two new polynomial zP and zQ;
B compute zP (α) and zQ(β) using OPE protocol;
B computes P (α)

Q(α) using zP (α)
zQ(α) .

Using PRPE, is then possible to give a solution to the WAP problem defining for A
the polynomials P (w) = w + x and Q(w) = w + n and forms α = y and β = m. The
output given to both parties A and B will then be x+y

n+m . The correctness proof is shown
in [91]. We can resume Privacy-Preserving k-Means in Algorithm 5.
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Algorithm 5 PPk-Means
assign xi to the closer centroid;
for every cluster j do

compute spj and |ωpj |;
update the centroid µj ;

end for
repeat from 1. until convergence;
return µ1, µ2, . . . , µk.

7.2.3 Attacks

These methods have been quite extensively explored in the past years. However, it has
also been shown that, when some assumptions are verified, original data (or a potential
useful approximation) can be recovered.

Eigen-analysis attack [88]: which aims to remove the noise using data correlation;

Bayesian Attack [88]: which tries to estimate the probability P (Y |Y ′) of an hypoth-
esis of original data given the perturbed data.

Distribution Analysis Attack [5]: using an estimate of the data original distribution
computed through Y , the attacker could infer the real data;

Known input-output attack [105]: assumes that an attacker knows a part of the
original data and the corresponding noise version; these informations, together,
can be used to construct a system of equations and recover the original dataset.
Knowing the distances between the points in the original space.

Known Sample Attack: the attacker has a set of indipendent samples taken from the
same data distribution; using a PCA-based attack [105], the attacker can obtain
an estimate of data. A similiar type of attack is AK-ICA, described in [75].

For further details, [106] show a a survey of the techniques discussed.

7.3 Differential Privacy

Intuitively, Differential Privacy (DP) goal is to avoid that a single element of the dataset
could influence the result too much so that a potential attacker could recover original
data by inference on results.

More formally, given an algorithm A that takes as input a dataset D, the algorithm
is called ε-Differentially Private if, for every possible pair of datasets (D1, D2) that differ
for a single element, and for every possible subset S ⊆ imA, we have

Pr(A(D1) ∈ S) ≤ exp(ε)Pr(A(D2) ∈ S). (5)

Another widely adopted definition is that of (ε, δ)-Differentially Private algorithm; it
differs from the previous in terms of an additive factor, that is:

Pr(A(D1) ∈ S) ≤ exp(ε)Pr(A(D2) ∈ S) + δ. (6)
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So, Differentially-private algorithms need an additional parameter, named privacy budget
(usually indicated with ε), that is a trade-off measure between results accuracy and the
level of privacy wanted.

The privacy budget is usually computed as a function of some query sensitivy indexes,
that are a measure of how much the results of a query change as a consequence of “little
changes” in the data. The sensitivity indexes for a query f most widely used in literature
are the Global Sensitivity GSf and the Local Sensitivity LSf . They can be formally
defined as:

GSf = max
x,y:d(x,y)=1

‖f(x)− f(y)‖ (7)

that is the maximum difference between the query results when the query is applied on
every possible pair of databases differing for exactly one row.

Instead, Local Sensitivity is defined as:

LSf = max
y:d(x,y)=1

‖f(x)− f(y)‖ (8)

the difference between local and global sensitivity is that the former is computed on
every possible pair of databases with distance 1, the latter on all databases y that differ
from our real data x for at most one row. This is an important point because many
procedures used to make data Differentially-Private employ a different amount of noise
based on the type of sensitivity index used; GS can be too “meticulous”, taking into
account also pairs of highly unlikely databases, while LS needs the real database and
can be too hard to compute.

In this section, we briefly discuss the main variations of k-Means preserving differ-
ential privacy.

7.3.1 SuLQ k-Means

A first version of the Lloyd algorithm that is Differentially-Private is shown in [36, 118];
in this version, Laplacian noise is added to every iteration and the number of iterations
is decided a priori so that the total of noise is fixed.

Formally, SuLQ framework uses the following support function:

SuLQ(q, S) =
∑
i∈S

q(di) +N(0, R) (9)

where q is a query function, S a dataset, which in our case is composed by a set of points,
(that can be input for q), N a random number sampled from a Normal distribution
with average 0 and variance R. The resulting modification of the k-Means algorithm is
described in algorithm 6.

When the number of iterations is too large, the resulting clustering could be too
noisy, while, when it is too small the final solution can be less than optimal.

A critical factor in every k-Means algorithm is the choice of the initial seeds; a bad
centroids initialization can lead to a result far from the global optimum. Probably the
most usual choice, as discussed in [118], is to generate seeds randomly. However, when
the generated points are too close each other the resulting clustering could be poor.
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Algorithm 6 SuLQ k-Means
Make a dataset partition {S1, S2, . . . , Sk} associating every element xi with the nearest
µj
for all 1 ≤ j ≤ k do

Approximate the number of points in each cluster:

nj = SuLQ(q, Sj)

with

q(xi) =
{

1 se xi ∈ Sj
0 otherwise

Approximate the sum of points in each cluster

mj = SuLQ(q, Sj)

with

q(xi) =
{
xi se xi ∈ Sj
0 otherwise

Update centroids, µj = mj
nj

end for

7.3.2 Subsample-and-aggregate k-Means

In [126] the subsample-and-aggregate framework is proposed, initially used to obtain a
differentially-private smoothed version of a given function f . The idea is to make a
partition of data in h blocks of size n/h; the function f is then used on every block so
that the results can be used as input of a DP function B, i.e.:

B(f(x1, x2, . . . , xn
h

), . . . , f(x(k−1)n
h

+1, . . . , xn)). (10)

In [126] it is shown that this composition is always DP, regardless of function f structure.
Eventually, B(·) result is input to a differentially private aggregation function. An
implementation of this framework is shown in [121]. [126] and [142] show how to use
this framework to obtain a DP version of k-Means algorithm that can be viewed in
algorithm 7. A key parameter is now h; smaller h implies bigger noise, while greater h
implies less block information in the cluster. In [121] is set to h = N0.4 (with |D| = N)
while in [147] is used h = N

3k .
The main problem in this type of algorithms is that it requires the input dataset

to be well-separable, meaning that the data in each computed cluster are far from each
other [150].

7.3.3 PrivGene k-Means

Another differentially-private k-Means version is proposed in [166], based on genetic
algorithms.

In this version, centroids are seen as a vector of size kd. Initially, 200 of these vectors
are randomly chosen (i.e. 200 sets of k centroids) sampled from data space. By means
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Algorithm 7 [126] and [142] DP-k-Means
given a dataset G, make a partition in h block {G1, G2, . . . , Gh}
for every block y do

compute a set of k centroids{µy1, µ
y
2, . . . , µ

y
k};

end for
for every group of centroids of a cluster 1 ≤ j ≤ k do

compute a final centroid averaging on all the centroids and adding Laplacian noise
in function of ε.
end for

of an iterative process and exponential mechanism, a subset of m vectors is used to
generate a set of candidate vectors. Briefly, for every pair of vectors in the subset, a
number < u < kd is randomly chosen and every vector is divided in two parts, of size
respectively u and kd − u. Pairs of vectors in the second part are then swapped and
noise is added to a random element in these vectors. The resulting set of vectors is
eventually used as seeds for k-Means.

These steps are then repeated for a given number of iterations that changes as a
function of ε. However, the number of iterations is still an open problem: few iterations
could lead to poor solutions, while too many iterations could affect the candidate choice.

7.3.4 Extended Uniform Grid k-Means

The approaches described so far have two big limitations:

• the output is only constituted by centroids (together with, only in some cases,
also in the number of points for every cluster) without other informations about
clusters;

• the privacy budget is consumed at every algorithm iteration, so that it is not
possible to further analyse the data without risking to disclose private information
(and then break differential privacy).

Non-iterative methods avoid these problems working, rather than on the original data,
on an artificially generated version that preserves the essential features of the original
data. Authors of [134] and, more recently, [147] propose the Extended Uniform Grid
k-Means, a non-iterative approach to generate a synopsis of a dataset; the procedure is
briefly described in algorithm 8. The released synopsis is represented as a set of cells
each containing a number of points with added noise. However, the exact location of
every point can not be directly recovered. Classic k-Means algorithm can then be used
on these points.

This method needs the parameterM that can be critical: too large a value ofM can
lead to low counts, so that the noise has a greater impact, while too low a value ofM can
lead to a greater area covered by every cell and then to a poor solution (assuming that
points are not uniformly distributed). On the other hand, [134] suggests to set M = Nε

10
for a 2-dimensions dataset while [147] shows that, when M = ( Nε√

α
2β2

)
2d

2+d (where α, β

are input parameters), the quadratic error on the generated dataset is minimized.
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Algorithm 8 Extendend Uniform Grid k-Means
given a dataset D, make a partition in M cells of equal size;
for all cell do

counts how many points it contains;
end for
for all counter do

add Laplacian noise.
end for

.

The choice of initial seeds is addressed by [147] in the following manner: given a
radius r, k random seeds are generated such that every center has a distance ≥ 2r from
each other, and a distance ≥ r from the edges of the domain. Every time a generated
point does not respect this condition, it is discarded and a new point is generated. If
the number of generated wrong points is too large, then r is too large, and therefore the
process is repeated with a lower r. This process is data-independent and then it can not
directly release any information about data.

[147] extends previous results, showing an hybrid approach between EUGk-Means
and DPLloyd: first, EUGk-Means is executed on the data (using a first portion of ε)
and then the output centroids are used as initial seeds for DPLoyd. This strategy seems
to perform well for high ε values, but for smaller values EUGk-Means outperforms such
hybrid approach because DPLloyd may worsen the centroids.

7.3.5 High-Dimensional k-Means

Grid-based algorithms (as [147]) are too complex in time and space; authors
of [20] show am efficient k-Means version in high-dimensional space, where we call high-
dimensional space a space with dimension d = ω(polylog(|dataset|)). This method seems
better than others in terms of achieving the objective function in high-dimensional space,
while in non-high-dimensional space [147] seems to achieve better results. The procedure
can be summarized as described in Algorithm 9.

Algorithm 9 High-Dimensional k-Means
for all xi ∈ D do

Project xi in a space with dimension p, with p < d; this step is achieved;
end for
Divide recursively the space in hypercubes until every hypercube contains few points;
Take the set C of the hypercube centers obtained in the previous step;
Use an ad hoc clustering algorithm (described in [20]) to find a good set of centers
T ⊆ C;
for all zi ∈ T do

Project zi in the original d-dimensional space.
end for
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7.4 Discussion on Differential Privacy

Among all methods that we have studied, the approaches based on Differential Privacy
(DP) actually seem the best compromise in terms of mathematical formalization and
privacy preserving thanks to a strong mathematical foundation.

Whenever a new approach preserving DP is proposed, two things have to be provided:

• a prove that the proposed approach guarantees ε-Differential privacy with a given
ε.

• a bound on the loss, that is the distance between the solution given by the proposed
algorithm and the optimal solution, given by an algorithm optimizing the same
target function without any limitation (as computational or privacy terms) that
could influence the results.

These two points are provided in very different ways, that we briefly describe in the
following of this section.

7.4.1 Proving Differential Privacy

This kind of proofs is usually given basically in two steps: the former proving that
the “core” algorithm is differentially private, the latter that the remaining part of the
algorithm is still differentially private; the first step is usually obtained adding noise
sampled from specific distributions (e.g. Laplacian distribution) that are proven to
make data that satisfy differential privacy; the latter is usually obtained with the help
of support theorems as composition theorems that we will briefly state. In particular,
we give three versions of the Serial composition theorem, relying on the subsequent
refinements over the years and summarized in [96].

Parallel Composition Theorem

Given a set of algorithms F = {M1,M2, . . . ,Ml} such that every algorithm is εi-
Differentially Private (with 1 ≤ i ≤ l) on a disjoint subset of the whole dataset, F
results to be, on the whole, max{εi}-Differential privacy.

All in all, the Parallel Composition Theorem is used when every Mi is used on a
disjoint subset of the data.

First Serial Composition Theorem

A first composition theorem can be seen in [59],[60]; let F be a set of algorithms F =
{M1,M2, . . . ,Ml}; if every algorithm is applied to the whole dataset in sequence and

every algorithm is (εi, δi)-differentially private (with 1 ≤ i ≤ l), then F is (
l∑

i=1
ε,

l∑
i=1

δ)-
differentially private.

In other words, when several algorithms are used in sequence on the same dataset,
the final differential privacy budget is given by the sum of the budgets of the single
algorithms. Obviously, if all algorithms are ε-differential privacy with ε constant, then
F will be (lε)-DP, with l number of algorithms.
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Second Serial Composition Theorem (or k-Fold Composition Theorem)

This theorem needs the definition of δ-Approximate Max-Divergence: given two
discrete random variables Y and Z with output values in the same space S, we define
the δ-Approximate Max-Divergence as:

Dδ
∞(Y ||Z) = max

S
ln P (Y ∈ S)− δ

P (Z ∈ S) . (11)

Notice that a mechanismM is (ε, δ)-Differentially Private ⇐⇒ for every pair of datasets
D0,D1 that differ for one element, we have Dδ

∞(D0||D1) ≤ ε.
Now, we can begin to describe the k-fold composition Experiment used to state the

k-fold Adaptive Composition theorem.

k-fold composition Experiment. Let b ∈ {0, 1} and A an Adversary; in every
moment i, a database Di

b has data based on i and b; for example, D1
0 is a medical

database with data of a specific person (that we call Bob), D1
1 is the same database

without Bob’s data, while D2
0 could be a database with poll results and Bob vote, while

D2
1 is the same without Bob’s data. A can choose:
• which query to make;

• the (ε, δ)-Differentially private algorithm to use;

• which database to consult using b.
A can change these parameters using previous outputs. Outputs set V b = (yb1, yb2, . . . , ybk)
given to A is called Adversary View. The aim is to guarantee that A can’t use his View
to know if Bob’s data are used to produce the results.

A differentially Private algorithms sequence with parameters (ε1, δ1), (ε2, δ2), . . . , (εk, δk)
is (εg, δg)-Differentially Private under k-Fold Adaptive Composition if, for every possible
adversary A, we have

Dδg
∞(V 0, V 1) ≤ εg. (12)

In [60], Theorem III.3, it is shown that the class of algorithms (ε, δ)-Differentially
privacy satisfies (εr, kδ + δr)-differential privacy with δr ∈ (0, 1] under k-Fold Adaptive
Composition, with

εr(δr) = kε(exp(ε)− 1) + ε

√
2k log 1

δr

This result is an important improvement compared to the first composition theorem for
ε→ 0.

Third Serial Composition Theorem

Another improvement to the composition theorem is discussed in [96]; in this work
the theorem 3.3 shows that the class of algorithms (ε, δ)-Differentially private is ((k −
2i)ε, 1−(1−δ)k(1−δi))-differentially private under k-fold adaptive composition for every
i = {0, 1, . . . , bk/2c} with

δi =

i−1∑
l=0

(k
l

)
(e(k−l)ε − e(k−2i+l)ε)

(1 + eε)k (13)
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The same theorem can also be stated as follows: the class of algorithms (ε, δ)-
differentially private satisfies (εr, 1− (1− δ)k(1− δr))-differential privacy with δr ∈ (0, 1]
under k-fold adaptive composition with

εr = min

kε, (eε − 1)εk
eε + 1 + ε

√
2k log(e+

√
kε2

δr
), (eε − 1)εk

eε + 1 + ε

√
2k log 1

δr

 . (14)

7.4.2 Proving bounded Loss

The aim of a k-means algorithm is to find a set of k clusters of points that minimize a
given target function that usually is:

k∑
j=1

n∑
i=1

min
j
||xi − µj ||2. (15)

However, the exactly minimization of this function is an NP-Hard problem [55]. If we
call the minimal value OPT, a good candidate solution must give a value of target
function near to the OPT value.

An example of loss measure for a clustering solution can be the (α, β)-Approximate
Candidate Set (used in [20]) that is defined as: given a set of points x1, x2, . . . , xn ∈ Rd,
a set C ⊆ Rd is said (α, β)-Approximate Candidate Set if ∃z1, z2, . . . , zk ∈ C such that
the clustering target function using these points gives a result ≤ α ·OPT + β.

So, showing that the solutions given by an algorithm are contained in a (α, β)-
Approximate Candidate Set with bounded α, β values, can give an acceptable measure
of the loss given by the proposed algorithm.

7.4.3 Possible issues with Differential Privacy

Differential-privacy approaches seem to be the actual State-of-Art for Privacy-preserving
methods in fields as data analysis and clustering. However, the differential privacy
framework suffers from a few possible problems on which the community is working.

Attacks

In addition to the attacks discussed in Section 7.2.3 for systems guarateeing more tra-
ditional forms of privacy, also systems based on Differential Privacy are subject to po-
tential attacks showing that, even if strictly formalized, differential privacy is not free of
dangers. Among the others, [61] accurately describes some types of differential privacy
attacks; [78] and [104] show a set of possible attack techniques:

Timing attacks: a query can need a different amount of time depending on the pres-
ence or not of a specific data; an attacker could infer the real query result simply
observing the query completion time;

State attacks: query results could influence the state of the machine (e.g., a system
variable); if an attacker can access the database machine, he/she could infer results
watching the value of this variable;
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Privacy budget attacks: an attacker can build an ad-hoc query that “consumes” less
or more privacy budget based on the presence of a data; the attacker could infer
information observing the remaining budget.

Inference attacks: if data contains any kind of dependence between data, an attacker
could use it to infer real query results.

As all these classes of attacks, with the only exception of the last one, depend on
how much an attacker is able to access the framework machine, so they concern the
execution environment rather than the formal definition of differential privacy. Although
PINQ [118] is an example of framework that suffered of all these problems, it should
be considered that it was one of the first differential privacy frameworks; moreover, [78]
proposed Fuzz, a framework that seems to resolve some of these issues.

The inference attack, on the other hand, is more tricky to resolve: differential privacy
imposes independence assumptions on data, and these assumptions do not always hold
in real-world where users can have relationships between each other. Two possible
solutions are given by [173] and [104] proposing different sensitivity measures (Correlated
sensitivity and Dependent Sensitivity, respectively) which try to calibrate noise’s amount
in presence of dependence between data. A problem with these approaches is that they
need a quantification of the dependence degree, which depends on the real probabilistic
models of the data. Therefore, a reliable estimation needs a complete knowledge about
dependence relationship or data generation.

Parameters

There could be issues with materially obtaining differential privacy; one example, as
already said in Section 7.3, is computing parameters as Global or Local Sensitivity(GS
or LS). However, [92] proposes a new Sensitivity measure (called Elastic Sensitivity) and
shows that this new value is an upper bound for LS and it is easier to compute respect to
LS. Furthermore, there is a possible semantic misunderstanding in the privacy budget
meaning: ε affects how much an item could influence the result, but nothing is said about
the actual disclosure of the data. This could be confusing for non-technicals, including
managers and users who must decide whether to concede their data. Such issue is also
related to the more general problem for a company to choose a good value of ε based
on their privacy policy; however, solutions for this last point have been proposed, for
example by [103], which introduces the concept of Differential Identifiability, a model
based on Differential Privacy, that tries to overcome the problem of the choice of privacy
parameters by data publishers.

Queries

Queries can be considered a critical issue in differential privacy for at least three reason:

Noise: As discussed in [139], the uncertainty in query answer is an intrinsic, but nec-
essary, feature of differential privacy caused by noise.

Type: traditional frameworks (e.g. PINQ) allow to make just a subset of all possible
queries available on databases; these could be enough for tasks as clustering, but
not for more general data analysis. In recent years the scientific community is
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working on these limitations producing new works to overcome this problem; The
State-of-Art, in our knowledge, is [92] that proposes a framework that enormously
enlarges the number of possible queries that can be done on data, moreover it
doesn’t seem to require any change on existing databases.

Number: In real-world applications, the number of queries that can be materially
performed is a crucial point in the differential privacy framework: if the number
of queries is too large, the privacy budget needs to be divided into many pieces,
and, consequently, a large amount of noise is required.

7.4.4 Final considerations

Literature gives a set of results about differential private clustering that we briefly
report: [147] shows the comparison reported in Figure 3 between their results (in terms
of inter-class variance and other methods on different datasets, as a function of their
dimension d and the number of clusters k. From these results, the method they propose
outperforms all the others. On the other hand, the method proposed in [20] also shows
a good behavior (Figure 4) respect to other frameworks, but, when the space dimension
of data is low, the method of [147] still shows better results, as shown in 5. Another
point that is often taken in consideration by authors (e.g. [20]) is the computational
complexity of their algorithms that seems to be a critical issue especially when dataset
size and dimensionality are large.

8 SPECIALising Company Systems
Considering the SPECIAL framework introduced in D2.3 Transparency Framework V1,
which is depicted in Figure 6, there are two distinct high level connection points: (i)
enhancing existing Line of Business (LOB) applications with transparency and compli-
ance checking abilities; and (ii) supporting data protection aware business intelligence
or data science. The question arises what is the intersection between the SPECIAL
transparency and compliance platform and existing LOB applications. Given that the
objective of SPECIAL is to help companies comply with the General Data Protection
Regulation in terms of obtaining consent and providing transparency with respect to
the processing of personal data, it is important to describe how companies could po-
tentially benefit from the toolstack developed by SPECIAL. Unfortunately, this cannot
simply be achieved in an Extract, Transform, Load (ETL) fashion as providing the nec-
essary transparency and compliance checking will more than likely involve changes to
the existing company infrastructure.

In the presented framework components that are coloured in green are assumed to
exist already, while components in blue will be developed by SPECIAL and/or the know
how to develop said components will be provided by SPECIAL. It is worth noting that
the RDF symbol is used to denote RDF data, HDFS and Spark symbols are used to
highlight big data and big data processing respectively, and a simple reasoning symbol
is used to denote components that could potentially require some form of reasoning
capabilities29. In this chapter, we highlight several considerations with respect to the

29The HDFS and Spark symbols do not signify a technology choice but are rather used to denote the
need for big data storage and processing
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Figure 3: Comparison between: simple k-Means, EUGk-M [147], DPLloyd [36], G-kM
[134], G-kM with fixed block size (GkM-3K [147]), PGk-M [166] - figure taken from [147]

Figure 4: Comparison between SulQ [36] and [20] (in figure referred as “ours”) - figure
taken from [20]

intersection between existing company systems and the SPECIAL components.

8.1 LOB Application Transparency and Compliance Checking

Clearly there is a tight coupling between SPECIAL and existing LOB applications both
in terms of usage policy specification and enforcement. Firstly, the data which is pro-
cessed by the LOB application, needs to form part of the consent request that is pre-
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Figure 5: d = 3, k = 4 (in figure [20] is referred as “ours”) - table taken from
supplementary material of [20]
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Figure 6: SPECIAL Landscape

sented to the user. Once the users provide their consent this information could be used
to construct usage policies that could be used for transparency and compliance checking
purposes.

In order to better understand the interplay between SPECIAL and existing company
systems, in this section we provide some insights into the following tasks: (i) identifying
personal data digital assets within a company; (ii) adding support for consent requests
that are necessary in order to generate usage policies; (iii) providing transparency with
respect to personal data processing; and (iv) enabling data protection aware data pro-
cessing via compliance checking.

8.1.1 Personal Data Processing Inventory

Assuming that a company wishes to use the SPECIAL infrastructure to ensure that
existing LOB applications comply with consent and transparency requirements stipu-
lated in the GDPR, a necessary first step is to do some preliminary analysis in order to
determine:
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• What data is collected and which data points would be classified as personal data?

• What is the purpose of data collection and processing?

• Where are collected data stored?

• For how long are the data stored?

• With whom is the data shared?

Although the aforementioned questions seem relatively straight forward, for larger
companies and in complex environments where data is often stored in multiple locations
and also shared between applications this task could be quite time consuming. In such
cases a systematic approach that is suitable for several business domains would be highly
desirable. Considering the potential complexity of the task it would be highly beneficial
if a set of guidelines or best practices that could be used by companies to audit their
personal data processing practices were available. In the following we identify primary
considerations with respect to performing a personal data processing inventory:

Engaging domain experts: As with any systems analysis project it is important to engage
the help of both business and technical professionals who possess expert knowledge
of the system(s) under analysis. For instance, business experts could provide
background on the system and how it is used in practice, whereas technical experts
would be able to provide technical details on the data sources, business logic, and
current usage policies.

Identification of systems that process personal data: In order to determine what per-
sonal data is processed it is first necessary to identify the systems that process
personal data, were these systems are located (i.e. on premise or in the cloud)
and who has access to the data. Although in an ideal world the systems and the
connections between them are documented in the form of system architectures in
many cases such documentation is not available.

Analysis of existing personal data processing: Considering that the goal is to understand
what the applications are doing as opposed to simply analysing the inputs and out-
puts this task may involve analysing documentation, workflows, code, and system
logs, in order to determine how personal data is processed, if the system derives
new data from this personal data, where the processed and/or derived data is
stored, if the system enables the sharing of data inside the company or externally,
and for how long is the data stored.

Classification of personal data: The classification step builds on the personal data and
processing identification by examining the different categories of data and process-
ing and by describing the data formats used and the type of metadata attached
to the personal data (e.g. provenance, temporal, usage constraints). This step
is a necessary precursor for developing / extending the SPECIAL vocabularies to
cater for different types of applications and domains.

Managing personal data assets: In order to ensure that all information is kept up to date
there is also the need for (collaborative) interfaces that can be used to manage

H2020-ICT-2016-2017
Project No. 731601



D.1.7: Policy, transparency and compliance guidelines V2 81/102

data assets, taxonomies (data attributes, risks, applications, processing purposes,
tags etc.) and data flows.

8.1.2 Consent Requests and Usage Policies

One of the expected outputs of a personal data processing inventory is a personal data
catalog that can be used to develop SPECIAL consent requests (based on the processing
performed by the system and the personal data required to support this processing)
and usage policies (based on the consent provided by the data subject). Additional
information on informed consent and policy models and languages can be found in
Chapter 5 and Chapter 6 respectively.

Assuming that a company does not already have a means to request consent at
the level of granularity needed to create usage policies based on the Minimum Core
Model (MCM) presented in Chapter 6 the company could develop consent and control
connectors for their existing LOBs based on the consent user interfaces developed in
SPECIAL or to re-engineer their existing user interfaces. Additional details on said
interfaces and the results of our initial usability tests can be found in deliverable D4.1
Transparency dashboard and control panel release V1 and D4.2 Usability testing report
V1, respectively. Clearly, the content of the consent request and subsequently the usage
policy would need to be tightly coupled to the data gathered by and the processing
performed by the LOB application, thus the personal data processing inventory (discuss
previously) would play a critical role in this context. In the following we provide some
pointers with respect to obtaining consent:

Consent retrieval. The key objective is to create consent requests for the processing,
which needs to be performed by the application. Here the various consent user
interfaces developed by SPECIAL and/or the feedback obtained from the user
studies could be used as a basis for developing connectors to LOBs or for re-
engineering existing systems such that consent could be gathered from the user.
Deliverable D1.6 Legal requirements for a privacy-enhancing Big Data V2 exem-
plifies how this could potentially be done in a legally compliant way.

Usage policies. On receipt of the consent the system should automatically create the
corresponding usage control policy. If a company wishes to use the SPECIAL
transparency and compliance platform in order to ensure they are meeting their
legal obligations under the GDPR, the usage policies will need to be represented
using the SPECIAL policy language and vocabulary. Depending on the data
format used by the LOB application the RDF Mapping language (RML) could be
used to map data in heterogeneous structures and serializations to the RDF data
model.

Storage and indexing. Although SPECIAL authorisations contain data, processing, pur-
pose, recipient, storage attributes, it may be desirable from an analytical perspec-
tive to be able to retrieve usage policies based on the user, the governed data,
the type of processing, where the data is stored or with whom it is shared, thus
indexing of usage constraints based on each of these attribute would be advisable.
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8.1.3 Transparent Data Processing

In Chapter 3 we discussed the role of system logs when it comes to providing trans-
parency with respect to personal data processing. Irrespective of where the log resides,
the data that needs to be recorded in the log is dependent on what information is
needed in order to automatically check compliance with both usage policies and rele-
vant regulations. Our assumption is that existing LOB logging mechanisms could be
recommissioned such that it was possible to check that all personal data processing
performed by an application complies with the data subjects usage policy (i.e. ex-post
compliance checking). In the following we provide some recommendations that could be
used to guide this activity:

Analysis of existing logging mechanisms. Irrespective of the logging infrastructure em-
ployed by the company a necessary first step is to examine what additional at-
tributes need to be recorded in order to satisfy personal data processing trans-
parency and ex-post compliance checking. This could be done by comparing the
schema of the existing application logs to that of the SPECIAL Policy Log pre-
sented in Deliverable D2.3 Transparency Framework V1, in order to identify if any
additional attributes need to be recorded.

Logging events. In order to benefit from the SPECIAL transparency and compliance
engine as described in D3.2 Policy & events release and D4.1 Transparency dash-
board and control panel release V1, the LOB application logging mechanisms may
need to be amended/extended such that it is possible for the additional attributes
identified during the log structure analysis to be recorded by the application. The
degree of re-engineering required will highly depend on the existing logging mech-
anisms employed by the company.

Transforming events. The SPECIAL transparency engine expects events to be repre-
sented using the SPECIAL Policy Log. Although the LOB application is not
expected to serialize their event data as RDF, it is expected that there will be a
one to one mapping between the information stored in the LOB application and
the information that is necessary for verifying data processing adheres to the data
subjects consent. Here the RDF Mapping language (RML) could potentially be
used to map data in heterogeneous structures and serializations to the RDF data
model.

Interfacing to the SPECIAL engine. The initial release of the SPECIAL platform, uses
Kafka to consume logs and usages policies generated by existing LOB applica-
tions, represented as / transformed into the SPECIAL log vocabulary and policy
language. The system takes as input an application log topic, a policies topic
and a base ontology. The reasoning engine subsequently performs the compliance
checking and outputs the results to a ex-post compliance topic.

8.1.4 Compliance Checking

In order to help companies to comply with the GDPR, in addition to providing data
subjects with transparency with respect to the processing of their personal data it is
also necessary to check that the processing is permitted in advance of performing the
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actual processing, akin to traditional access control enforcement (i.e. ex-ante compliance
checking). In the case of ex-post compliance checking (as described in the previous
section) relevant information is recorded in a log, in a manner that it is possible to for
the SPECIAL compliance engine to automatically check compliance. Whereas, for ex-
ante compliance checking the strategy may differ depending on the system and the needs
of the business. Possible approaches discussed to date include using the log vocabulary
to generate a processing request that is checked by the SPECIAL compliance engine and
representing the business logic in the form of a company business policy that should be
checked against the data subjects usage policy. In the following we examine the high
level activities that should be performed when it comes to compliance checking:

Analysis of existing business logic. The first major release of the SPECIAL platform
focused on providing transparency via ex-post compliance checking, the second
major release of the SPECIAL platform will extend the platform with ex-ante
compliance checking capabilities. Here again the personal data processing inven-
tory will be needed in order to determine the most effective way of transforming
business rules into RDF. Considering the tight coupling between ex-ante compli-
ance checking and traditional access control one potential opportunity would be to
hook into the existing access control mechanisms, alternatively it may be necessary
to re-engineer the system.

Transforming business logic into requests. In order to benefit from the SPECIAL trans-
parency and compliance platform the LOB application will need to generate a
processing request that contains the attributes necessary to check compliance.
Considering the type of processing varies depending on the domain, it is impor-
tant that the SPECIAL vocabularies can easily be extended. Here again RML
could potentially be used to map data in heterogeneous structures and serializa-
tions to the RDF data model, such that it is possible to benefit from the SPECIAL
compliance checking mechanisms.

Interfacing to the SPECIAL engine. The initial release of the SPECIAL platform, uses
Kafka to consume logs and policies represented using the SPECIAL log vocabulary
and policy language. Considering that Kafka provides support of stream process-
ing, it is particularly suitable for ex-ante compliance checking. In this instance
processing requests could be submitted to a processing request topic. As per the
transparency scenario the system would also need to submit usage policies to the
policies topic, and take as input the extended base ontology. The reasoning engine
will subsequently perform the ex-ante compliance checking and output the results
to a ex-ante compliance topic.

8.2 Data Protection Aware Business Intelligence

One of the primary objectives of SPECIAL is to enable data protection aware personal
data value processing. In this context the question arises, is it possible to perform
business intelligence or data science activities over personal data in light of the new
General Data Protection Regulation? Further more, is it possible to share personal
data and related policies, between companies according to business relationships, while
at the same time providing guarantees to data subjects that their usage preferences
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will be adhered to. In order to better understand the interplay between SPECIAL and
existing company systems, in this section we provide some insights into the following
tasks: (i) policy aware personal data analytics; and (ii) policy aware data sharing.

8.2.1 Policy Aware Personal Data Analytics

According to the GDPR the principles of data protection do not apply to anonymous
information, namely information which does not relate to an identified or identifiable
natural person or to personal data rendered anonymous in such a manner that the data
subject is not or no longer identifiable. Although SPECIAL focuses on demonstrating
how companies can comply with the GDPR in terms of obtaining consent and providing
transparency there is a partial overlap with anonymisation in the sense that helping
companies and data subjects to understand the risk associated with anonymised data
could actually be used as a means to obtain consent for business intelligence / data
science activities. As such, in Chapter 7 this deliverable includes a comprehensive
survey of the main privacy-preserving data mining methods found in the literature.
In the following we examine the high level activities relating to the anonymisation or
aggregation:

Anonymisation and aggregation. One of the challenges with existing anonymisation and
aggregation strategies is the fact that in a big data environment it is difficult to
truly ensure that it is not possible to identify a data subject. Clearly stronger
anonymisation techniques give stronger personal data protection guarantees, how-
ever said approaches can destroy the utility of the data. The SPECIAL project
is currently exploring machine learning techniques that carry out analytics while
provably preserving privacy to a specified degree, e.g. by guaranteeing ε differen-
tial privacy for a given parameter ε (that is used to quantify the risk posed by
releasing the analysis computed on personal data).

Storage and indexing. Although SPECIAL authorisations contain data, processing, pur-
pose, recipient, storage attributes, it may be desirable from an analytical perspec-
tive to be able to retrieve usage policies based on the user, the governed data,
the type of processing, where the data is stored or with whom it is shared, thus
indexing of usage constraints based on each of these attribute would be advisable.

Clustering according to policies. Considering that SPECIAL enables companies to ob-
tain very granular consent, it is possible that the data itself could be clustered
according to usage constraints specified in policies. This would allow companies
to maintain the utility of the data, while at the same time adhering to the data
subjects usage policies. Here, the utility of the data when carved according to
usage policies is still an open research question. In this context the SPECIAL
project is exploring the combination of symbolic reasoning and machines learn-
ing techniques. Open research questions relate to the inheritance of policies by
derivative data. Considering the tight coupling between data and policies, data
derivatives (e.g. in the form of aggregated and/or anonymised data) can not be
covered by the same sticky policy.

Interfacing to the SPECIAL engine. The initial release of the SPECIAL platform, uses
Kafka to consume logs and policies represented using the SPECIAL log vocabulary
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and policy language. In the case of business intelligence Kafka could potentially be
used as an intermediary between data sources from which features are extracted,
the model building environment and the prediction environment. At present SPE-
CIAL envisages two types of business intelligence services: (i) analysing data with
parametric privacy guarantess, so that the data subject have more transparency
with respect to the risks associated to the analysis they have consented to; and
(ii) enabling companies to perform analytics over data that are constrained by
usage policies. Thus inputs are expected to include both data, anonymisation
parameters and policies.

8.2.2 Data Protection Aware Personal Data Sharing

In SPECIAL the sticky policy concept is used to tightly couple data and usage policies.
When it comes to the state of the art, sticky policies are usually implemented by using
cryptographic means to strongly associate policies with data. However, it is important
to highlight that from a practical perspective it is not possible for said policies to be
enforced automatically (i.e. it is an honors system whereby data controllers and proces-
sors can choose to either obey the policy or not). In the following we examine the high
level activities relating to the data protection aware personal data sharing:

Fair exchange. When it comes to data sharing, there is the option to use fair exchange
protocols to guarantee that the operation is completed (e.g. data are transferred).
A comprehensive survey of the predominant fair-exchange protocols and their
properties is presented in Chapter 4. A modified version of Micali’s protocol,
designed for large data transfers, is described in D2.3.

Sticky policies. The term sticky policy is used to refer to policies that are tightly coupled
to personal data. Considering that SPECIAL looks to support policy aware data
sharing, cryptographic mechanisms could be used to strongly associate policies
with the data. One of the challenges with respect to existing approaches is that
there is a need for a trusted third party to ensure that obligations specified in the
policy are fulfilled. For example, if data subjects request that their data is deleted,
how do we ensure that this data is in fact deleted and not simply made inactive.
In this context the SPECIAL project is exploring alternative trust mechanisms.

Interfacing to the SPECIAL engine. The initial release of the SPECIAL platform, uses
Kafka to consume logs and policies represented using the SPECIAL log vocabulary
and policy language. Considering, the fact that Kafka is the big data platform of
choice for many companies when it comes to big data processing, is a very positive
indicator of our choice of platform.

8.3 Summary

The goal of this chapter was to identify the intersection between the SPECIAL trans-
parency and compliance platform and existing personal data processing in corporate
environments in the context of both Line of Business and Business Intelligence / Data
Science applications. While other chapters both identified requirements and examined
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the state of the art, considering the applied nature of the tasks described in this chap-
ter it focuses solely on requirements. The aim is to develop a set of guidelines, best
practices, lessons learned, etc... as we progress through the project, which will feed into
D5.4 Development of Guidelines.

9 Conclusions
The overarching goal of the SPECIAL project is to develop an infrastructure that enables
companies to comply with consent and transparency obligations specified in the GDPR.
Towards this end, the core objective of this deliverable is to identify the high level
requirements for the SPECIAL system, to survey the state of the art, and to identify
the open challenges that need to be addressed.

The analysis presented herein is fairly extensive at this stage, and will form a
roadmap for the research carried out in workpackage two. Still, considering the ag-
ile nature of the project, parts of this report may be further refined and expanded upon
based on further analysis of the uses cases, the development of the policy language and
the transparency framework, and subsequently the implementation of the compliance
checkers.
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